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Abstract—The measurement of complex natural flows, especially those occurring in rivers due to man-made structures is often hampered by the limitations of existing flow measurement methods. Furthermore, there is a growing need for new measurement devices which are capable of measuring the hydrodynamic characteristics of complex natural flows required in environmental studies which often use fish as an indicator of ecological health. In this work, we take the first step towards in-situ natural flow measurements with a new biologically-inspired probe design in conjunction with signal processing methods. The device presented in this work is a dedicated hydrodynamically sensitive sensor array following the fish lateral line sensor modality. Low-level, multi-dimensional sensor signals are transformed to the two key hydrodynamic primitives, bulk flow velocity and bulk flow angle. We show that this can be achieved via a canonical signal transformation and kernel ridge regression, allowing for velocity estimates with less than 10 cm/s error. The approach provides robust velocity estimates not only when the sensor is ideally oriented parallel to the bulk flow, but across the full range of angular deviations up to a completely orthogonal orientation by correcting the pressure field asymmetry for large angular deviations. Furthermore, we show that their joint estimation becomes feasible above a threshold current velocity of 0.45 m/s.
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I. INTRODUCTION

QUANTITATIVE evaluation of complex natural flows, especially in rivers has become an important issue as poorly functioning hydraulic structures can be detrimental for ecosystem development. New measurement devices and data processing workflows are required which are capable of measuring the complex in-situ hydrodynamic conditions in order to catalog natural flow characteristics which can then be used to improve existing structures and optimize current design standards.

In this work, we take the first step toward bio-inspired flow measurement and propose a new probe design and signal processing workflow capable of in-situ measurements of complex hydrodynamic flow patterns. An ideal physical description of a flow pattern would require simultaneous measurement of velocity, vorticity, and pressure at minute spatial and temporal resolutions which is not feasible. Compared to contemporary flow measuring techniques, the lateral line probe introduced in this work is robust enough for field measurements, achieves high data acquisition rates, and can be used to estimate both current velocity and angle. The lateral line organ – “touch-at-a-distance” – [29] is a unique sensor modality rarely exploited in sensor applications which provides information about the chaotic and complex fluid-body interaction and is used for tasks such as stable locomotion in turbulent environments, economic diving by flow adaptation, and hydrodynamic imaging of flow patterns required for prey and obstacle recognition. The physiological structure and signal responses of the lateral line are actively investigated in biology [7], [27] and several attempts to build an artificial lateral line have been reported [48], [47], [43], [34]. In this work, we propose a lateral line based flow sensing probe which experiences flows analogous to a biological lateral line structure, focusing on signal processing rather than the mechanical response of the biological sensor.

Figure 1: Example “spatial flow map” showing the distribution of flow velocity and flow direction - “local flow patterns”.

By relaxing the constraints imposed on previous works studying the biological and mechanical sensitivity of the lateral line, we are able to leverage the sensor system’s lateral line modality in a much more affordable way, using only commodity hardware parts. Our probe provides a multi-dimensional sensor signal (each dimension corresponds to a single sensor in the array) for which we propose a signal processing workflow for two key flow pattern primitives: i) bulk flow angle and ii) bulk flow velocity. The effectiveness of the lateral line probe to solve these tasks is demonstrated using ridge regression, which takes the raw sensor array signal as input and outputs the flow angle or velocity. The joint detection of both is essential for field measurements and we propose a signal processing pipeline which first estimates the bulk flow angle and then carries out a computational transformation to a “canonical space”. In canonical space, the input signal is invariant to...
the unknown (but estimated) angle and is used to estimate the bulk velocity. One drawback of this approach is the calibration requirement, which is also discussed and analyzed in detail. Ridge regression provides computationally inexpensive real-time execution and the proposed methods are generic in the sense that they can be applied with different artificial lateral line sensor configurations. We demonstrate the accuracy and robustness of the sensor to angular deviations from the ideal orientation using signal processing pipeline based on data taken from laboratory experiments under fully turbulent flow conditions. The methods are devised for ego-centric measurements in arbitrary pose and are therefore referred to as “local flow sensing”, but our long-term goal is to provide continuous measurements which will be used to create spatial flow maps (Figure 1). Such maps are ultimately needed for evaluating the spatial distribution of flow patterns in global coordinates.

II. BACKGROUND

Existing flow measurement techniques – Several methods of flow measurement capable of delivering estimates for the flow primitives, bulk flow velocity and bulk flow angle, have been developed. The most common techniques are hot-wire anemometry [23], laser Doppler velocimetry [40], acoustic Doppler velocimetry [26], and particle image velocimetry [32].

Acoustic Doppler velocimetry (ADV) [24] has become a common technology for flow measurements under both field and laboratory conditions which is straightforward to set-up and operate. ADV devices are based on the Doppler shift principle which uses two or more acoustic pulses of different duration at different time intervals. The back-scattered energy in a sampling volume is recorded after each pulse. The velocity is calculated as a function of the phase difference between returned signals. This technique can provide individual measurements of all three velocity components, the strength of the velocity fluctuations, and temporal correlation between the directional components. Several commercial ADV devices are available for field measurements in rivers, lakes, and for maritime applications. Considering measurements in rivers, ADV measurements can suffer from limited temporal resolution (typical is 1 Hz) and high signal-to-noise-ratios particularly for fast-moving unsteady flows with turbulence and air entrainment [15], [28]. Such conditions are typical for flow around hydraulic structures and in such cases the ADV spike noise can be confused with presence of turbulent components, complicating the analysis and interpretation of ADV measurements.

Laser Doppler velocimetry (LDV) [3] is based on the transmission of two beams of coherent laser light which are reflected by particles contained in the flow. The receiving optics record the return signal from which the velocity is estimated. The main advantages of the LDV include non-intrusive measurement, directional sensitivity, and the lack of calibration. The limitation of the method is irregular temporal sampling and the difficulty in measuring the velocities in close to wall-conditions where the optical path of the beams can change [31]. Furthermore, LDV systems cannot easily be incorporated in field studies, and are only suitable to measure complex flows under sufficiently controlled conditions.

The principle of particle image velocimetry (PIV) [45] is based on the analysis of a recorded sequence of images taken as particles move within in a volume of fluid illuminated by a laser light source. The implementation of PIV is largely dependent on the choice of the system components, especially the choice of the light source and speed and resolution of the camera. This method has proven to be useful in laboratory conditions allowing for the measurement of entire flow structures and the determination of turbulence parameters [25]. The sequence of recorded images provides a series of spatial velocity distributions, whereas ADV or LDV systems return only point-based measurements of the flow velocity. The PIV technique demonstrates high accuracy in flow measurements however it suffers from practical limitations for use in field experiments where the necessary equipment cannot be easily installed [6]. Furthermore, as a passive measuring technique, the PIV method provides the spatial extent of the hydrodynamic interactions, but cannot directly measure how flows are experienced by the submersed object itself.

Thermal flow sensors [19] consist of electrically heated wire or film which are maintained at constant temperature. When the wire or the film is exposed to fluid flow, it rapidly cools and rate of heat loss can be correlated to the fluid flow velocity. The flow velocity measurements using thermal sensors are strongly affected by the fluid temperature, requiring temperature correction or compensation by the measuring system [23]. In some cases, the sensor has to be preheated to a temperatures higher than the fluid temperature which is not practically always possible. Similarly to ADV systems, commercially available thermal flow sensors are currently not suitable for field measurements around hydraulic structures due to the fragile sensor heads and the uncertainty caused by high-amplitude fluctuations in the flow field.

Although commercial devices exist using the above listed technologies, their usage remains largely confined to laboratory flow studies. The only technology suitable for field conditions around hydraulic structures, ADV, often suffers from a lack of temporal resolution and problems with spiking when measuring natural flows with air entrainment. LDV and PIV require extensive measurement setup and are generally impractical for field studies. Thermal sensors may require intensive calibration, contain fragile components, and are sensitive to large local fluctuations in the flow field. In this work, it was important that the developed sensor array would be accurate and robust enough to withstand field conditions, could be mounted inside fish-shaped probe body, and require as little calibration as possible while still delivering reliable measurements in challenging flow conditions. In order to achieve this, we use piezo-resistive pressure sensors which can be mounted in an array replicating a fish’s lateral line [43]. The piezo-resistive sensors used in this work are inexpensive, demonstrate high sensitivity, and exhibit sufficient linearity over an expected operational temperature range of $0 - 30{\degree}C$. Thus the sensors are robust enough to be used in a wide range of field experiments. It should be noted that the one drawback to using piezoresistive sensors is that they often suffer from
sensor drift, and a discussion on drift compensation is provided in Section IV.

**Artificial fish lateral line probe** – Although most fish species perceive their spatial environment through vision, the lateral line has been long recognized as playing a key role in flow sensing capabilities [29], [42]. The lateral line response is used for orientation within turbulent currents [22], prey tracking, schooling, and possibly monitoring self-motion [11]. The lateral line system provides information contained in both local (particle motion) and distant (sound pressure) signals. The lateral line itself consists of a discrete set of receptors, called neuromasts which are distributed over the fish’s body and provide information about changes in the local and global flow conditions.

The lateral line’s unique properties allow for high-fidelity underwater perception and navigation and have motivated scientists to construct artificial organs mimicking the fish lateral line sensing system [16], [33], [17], [20], [21]. Several versions of flow sensing arrays located on the sides of a fish-shaped robot or sensor have been proposed [38] using piezoresistive sensors as well as with capacitive, piezoelectric, and magnetic sensors. In this work, we utilize an array of commercially available piezoresistive sensors. The sensors measure the strain on a silicon diaphragm whose electrical response is directly proportional to the dynamic pressure experienced by the sensor body. Such devices, if broadly implemented could facilitate expanding the functionality of underwater robots, even allowing them to reconstruct hydrodynamic images of complex underwater environments (Figure 1).

Growing interest has been exhibited in the study of how flow-based detection can be implemented using an artificial lateral line [11], [47]. Research in the field has now evolved from proof-of-concept to practical results, albeit under laboratory settings. In [43] pressure readings are used to differentiate between steady and unsteady flows, determine the orientation of the robot with respect to the flow, and compute the features of periodic turbulence under laboratory conditions. In [36] the authors show that the detection of flow regimes, robot orientation with respect to flow, flow speed, and the position of the robot in a wake of an object, focusing on the applications relevant to underwater robot control. In [8] the authors provide a transition metric between steady and unsteady flows based on the pressure difference between the anterior and side sensors. They also show that the vortex shedding frequency and magnitude can be used to detect the eddy size and flow speed. Jung et al. [18] demonstrate that flow-aided path following for an underwater robot is a more effective strategy than when robot is not capable of sensing the flow. Akanyeti et al. [2] study what features can be detected in periodic turbulence using a lateral line probe. In the recent work by Ristroph et al. [35] it is also shown that pressure sensors can be leveraged as components of an artificial lateral line and it is demonstrated that the signal response changes according to the physical flow parameters, experimentally showing how the pressure-sensing system of a fish is concentrated mainly near the head. In a recent work by De Vries et al. [14], flow parameters were estimated based on potential flow theory (assuming an ideal, irrotational flow), modeling the fluid flow passing a symmetric foil. The information from all lateral line sensors is combined to provide measurements using recursive Bayesian filtering. Such an approach could be difficult to implement for a complex fish-shaped body, especially considering turbulent flow conditions. Thus recent research works demonstrate that flow sensing arrays or artificial lateral line probes are suitable for detection of physical flow descriptors. The lateral line probe commonly consists of multiple, synchronous sensors. Thus either single sensors can be selected from the sensing array or data fusion of multiple sensors can be used for flow parameter detection. Many previous works demonstrate results using higher level features (e.g. frequency components) without considering any direct physical interpretation. Our work is based on primitive hydrodynamic features with clear physical meaning and are also robust to the types of noise and signal distortion expected in natural environments.

**Contributions** – The contributions of our work can be summarized as follows:

- We propose a bio-inspired sensor probe consisting of an artificial lateral line sensor array for in-situ measurements of complex natural flow patterns (e.g. for the evaluation of hydraulic structures in a river) and introduce the bulk flow velocity and flow angle as the chosen pattern primitives.
- We introduce a ridge regression based bulk flow angle and bulk flow velocity estimation methods using the raw (calibrated) multi-dimensional sensor readings that correlate with the physical quantity of dynamic pressure.
- We introduce a joint estimation signal processing pipeline that consists of the above regressors, and by augmenting them with a computational transformation to a pose invariant “canonical pose” our system recovers the flow angle and velocity from signals measured in arbitrary pose.
- We propose a generic calibration procedure for pressure sensing artificial lateral line arrays which includes corrections for temperature, atmospheric pressure, water depth, and sensor bias.
- We experimentally evaluate the limits, accuracy, and robustness (with respect to orientation misalignment) of the probe with measurements using independent data for training, validation, and testing.

**III. SENSOR PROBE AND DATA ACQUISITION**

The artificial lateral line consists of 16 piezoresistive pressure sensors (SM5420C-030-A-P-S, Silicon Microstructures) mounted on a fish-shape sensor probe, for hardware details see [39]), and two accelerometers (ADXL325BCPZ, Analog Devices). The pressure sensors have a full sensitivity over a 0-206842.72 Pa span. The signals undergo first and second stage amplification (AD8656ARMZ, Analog Devices) and are then digitized with a 16-bit analog to digital converter (AD768BSPZ, Analog Devices) Temperature estimates via current consumption are made using a shunt resistor. The output signals are 10x oversampled and transmitted over a serial connection at a 250 Hz sample rate. Five of the sensors (sensors 2, 5, 8, 11 and 14) located on the bottom are non-parallel to the primary lateral line and therefore a total of 11...
The piezoresistive pressure sensor produces a current response whose signal is amplified and converted using a 16-bit ADC. From each of the 16 sensors (ps0 – ps15) the following signal values are stored (Figure 3): 1) sensor current consumption \( v1 \), 2) first stage amplified pressure \( v2 \), 3) offsets subtracted from the second amplification stage output to fit to 16-bit conversion \( v3 \) and 4) second stage amplified pressure \( v4 \). In our preliminary experiments we found that the second stage amplification is not necessary for the estimation of flow primitives and therefore used the first stage signal \( v2 \) as the pressure measurement \( s(t) \) in all reported experiments.

The true sampling frequency of the lateral line probe was verified and the effective sampling frequency varied from 122 to 128 samples per second (Hz) with an average of 125.0 and median 126. When mapping the discrete sample frequencies to true frequencies the average sampling frequency \( f_s = 1/125 = 125 \text{Hz} \) is used.

### IV. Calibration and Normalization

Our lateral line sensor is sensitive to fluctuations in all of the hydrodynamic variables (velocity, vorticity, pressure) which is evident from our laboratory experiments where the artificially generated flow velocity varied between 0 to 50cm/s (0.5m/s). This range was chosen as it encompasses the bounds of the rheotactic threshold for fish. Rheotaxis is the spontaneous self-orientation of a body against the bulk flow direction, which occurs only after a minimum flow velocity has been achieved. Fish are grouped according to the threshold velocities required to initiate rheotaxis [1], where an accuracy of 10cm/s is sufficient to cover typical indicator species. The major downside of the high sensitivity of our device is that accurate calibration is required in order to make measurements between different experiments comparable. Without the calibration, raw measurements between experiments following the same setup may vary significantly (Figure 5). Our step-wise calibration procedure is shown in Figure 4 for a single experiment.

**Temperature normalization** – Temperature dependent outputs are common to many electric devices, and the pressure readings of the lateral line sensors are influenced by the device’s internal temperature. Further complications arise when considering the rapid and unsteady heat transfer between the sensor body and surrounding turbulent flow. Piezoresistive sensors have coefficients which vary inversely with the temperature, and a variety of methods have been developed for temperature normalization; self-temperature compensation,

![Figure 2: The artificial lateral line probe](image)

![Figure 3: The ps0 (nose) pressure sensor readings for the perpendicular (0°) bulk flow velocities \( V = 0, 25, 50 \text{ cm/s} \).](image)
span compensation using series and parallel resistive elements, multiplier circuits, and complex solutions using a network of laser trimming resistors, and digital systems outfitted with micro controllers [12], [46]. Due to the measurement system already having digital outputs, in this work we opted for a software-based temperature calibration workflow. The temperature calibration was carried out using known measurements at fixed flow velocities after the working temperature had stabilized (after a warm-up period in water). Static water conditions \( v = 0 \text{ cm/s} \) were also used for calibration in the experiments. We then applied a linear calibration model for which the temperature difference defines the additive bias term:

\[
s_{TM}(t) = s_{TC}(t) + \beta_1 \Delta T = s_{TC}(t) + \beta_1 (T_M - T_C) \quad (1)
\]

where \( T_M \) is the device temperature during the measurement and \( T_C \) during the calibration and \( \beta_1 \) is the calibration constant (the slope of the linear correspondence function) in the \( \text{Pa}/\circ\text{C} \) units.

Our device is not equipped with an internal thermometer, but for slow flow speeds the circuit current consumption \( c(t) \) (top left in Figure 3) provides a linear proxy to temperature, providing a dynamic temperature calibration using the current measurements\(^1\):

\[
s_{TM}(t) = s_{TC}(t) + \beta_1 \Delta T \approx s_{TC}(t) + \beta_1 \Delta c = s_{TC}(t) + \beta_c (c_M(t) - c_C(t)) . \quad (2)
\]

The water temperature in our experiments was \( T_C = 20\circ\pm 3\circ \). In (2) the calibration constant \( \beta_c \) unit is \( \text{Pa}/A \).

For multiple lateral line sensors \( D = 11 \) for the sensor array used here), the constant is actually a vector constant \( \beta_c = (\beta_{1c}, \beta_{2c}, ..., \beta_{Dc})^T \) representing different constants for different sensors.

**Atmospheric pressure calibration** – For convenience, we remove the atmospheric pressure effect from the temperature corrected signal. In cases where knowledge of the atmospheric pressure is necessary, more involved pressure calibration such as the use of pressure chambers may be required [13]. During our calibration routine, the atmospheric pressure is measured at the same calibration temperature \( (T_C = 20\circ C \text{ in our case}) \) and is applied separately to different pressure sensors (ATM calibration vector). For notational simplicity we use \( s(t) \) to

\(^1\)Note that the assumption has only been verified over the range of slower flow speeds used in our experiments.
denote also the calibrated pressure signal. In the calibration formula
\[ s(t) = s_{TC}(t) - s_{TC,PA_{ATM}}(t) \] (3)
\( s_{TC,PA_{ATM}}(t) \) denotes the (average) measurement made in the atmospheric pressure in indoors air temperature.

**Depth calibration** – Our calibration workflow for pressure first accounts for the effect of atmospheric pressure using a calibrated offset. Another important factor influencing the pressure reading is the flow depth, as it makes up the majority of the total pressure, and has an especially large contribution at slower flow velocities. In order to measure flow velocities invariant to the depth we need to apply the depth correction constant \( \beta_2 \) (\( D \times 1 \) vector). The real pressure (independent of depth) was computed according to the equation
\[ s(t) = \beta_2 I s(t) \] (4)
where the constant \( \beta_2 \) was measured using the same calibration flow velocity and temperature (\( I \) is the identity matrix). More advanced methods for pressure sensor calibration such as support vector machines or neural networks can also be applied [44], [49]. It was found that the obtained accuracy of our atmospheric pressure and depth calibration workflow did not warrant the use of more complex methods.

**Sensor bias normalization** – During measurement, the lateral line probe can be considered as a synchronized sensor array. However, the measurements may suffer from offset and scale biases and do not have consistent target data due to the influence of environmental changes. Furthermore, the observed pressure readings between devices can vary depending on the selected components in the circuit (e.g., the ADC) and to remove these effects from the individual pressure sensors it was necessary to apply sensor bias normalization.

Ideally, in the no-flow conditions all sensors should exhibit identical performance. We can computationally enforce this by measuring the responses at a single depth or over multiple depths, including temperature calibration under static (no flow) conditions, and normalize all sensor readings to a single, mean or median of all sensors. In our case, we normalize all readings by the nose sensor (ps0):
\[ s(t) = s(t) - (s(t) - s_{ps0,TC}(t)) \] (5)
where \( s_{ps0,TC} \) is the “sensor baseline pressure”.

**V. Methods**

**A. Basic notation**

The lateral aquatic pressure signal is \( D \)-dimensional (\( D = 11 \) in this work) temporal vector \( s(t) \) where the discrete time instants \( t = 0, 1, \ldots, N \) correspond to samples taken with the 125Hz sampling rate. The sampling window is \( 1/125s = 0.008s = 8ms \). A single pressure reading from the artificial lateral line sensor is a vector
\[ s(t) = \begin{pmatrix} s_0(t) \\ s_1(t) \\ \vdots \\ s_D(t) \end{pmatrix} \] (6)
and signal processing and detection is based on temporal data where the consequent sample vectors are concatenated to a sample matrix
\[ S_{ts} = \begin{pmatrix} s(t_0 + 0) & s(t_0 + 1) & \cdots & s(t_0 + T - 1) \\ s_0(t_0 + 0) & s_0(t_0 + 1) & \cdots & s_0(t_0 + T - 1) \\ s_1(t_0 + 0) & s_1(t_0 + 1) & \cdots & s_1(t_0 + T - 1) \\ \vdots & \vdots & \ddots & \vdots \\ s_D(t_0 + 0) & s_D(t_0 + 1) & \cdots & s_D(t_0 + T - 1) \end{pmatrix} \] (7)
of \( T \) samples. Our goal is to process the sample matrices in spatially distinct locations, with arbitrary orientation of the sensor to produce a spatial mapping of global flow pattern primitives (see Figure 1).

**B. Physical model**

The signal samples \( s_i(t) \) in (6) directly measure the total energy of the system which consists of the fluid kinetic energy per unit mass, \( \frac{v^2}{2} \), and hydraulic head, \( h + \rho g \) which follows the Bernoulli law for conservation of energy [41]
\[ \frac{v^2}{2} + h + \frac{\rho g}{\rho} = s_0 , \] (8)
where \( g \) is the acceleration due to gravity, \( h \) is the geodetic height of the measurement point, \( \rho \) is the density of the fluid, and \( s_0 \) represents the constant total energy experienced at the stagnation point. At the stagnation point the fluid velocity is brought to zero and all kinetic energy is converted into pressure energy. In our case the nose sensor \( s_0 \) is a true stagnation point only when the body is oriented with zero angle into the flow. Thus the nose sensor serves as a hydrodynamic datum only when the body is correctly oriented. The side sensors are not ideal hydraulic head sensors due to the flow around the body, which creates an additional kinetic contribution at each location. This equation suggests that when held at a fixed location where \( \rho \) and \( h \) are constant the pressure difference across the nose and side sensors should increase quadratically as a function of the flow velocity:
\[ (s_0 - s_i) = \frac{\rho v^2}{2} \] (9)

We compare the theoretical and experimental results in Figure 5 where it can be seen that there is a systematic underestimation of velocity. This is expected due to the additional contribution of the dynamic pressure on the side sensors which reduces the total pressure difference. Since the geodetic height and fluid density are fixed, the difference must be due to the influence of kinetic energy at the non-ideal side sensors. The full theoretical derivation and additional discussion on lateral line velocity estimation can be found in [36].

**C. Low level features**

As shown in the previous section, changes in the bulk flow velocity \( v(t) \) are directly reflected as changes in the pressure measurements \( s(t) \) as predicted by the Bernoulli law in Eq. 9 and in Figure 5 this was illustrated using average pressure measurements in our experiments. These findings provide
additional motivation to directly apply the flow primitives $s(t)$ as the low level features since they have direct physical meaning.

A single sample reading from one sensor is too noisy due to its short duration, and more robust features can be constructed by substituting by the expected value

$$x = \int_{-\infty}^{+\infty} s f(s) \, ds$$  \hspace{1cm} (10)$$

where $f(\cdot)$ is the probability density function (pdf) of $s$ and which in the discrete case is identical to the signal average:

$$x = \frac{1}{T} \sum_{i=0}^{T-1} s(i)$$  \hspace{1cm} (11)$$

over $T$ discrete samples. A suitable time duration $T$ for averaging is analyzed in our experiments. While (11) corresponds to the first order statistics we also evaluate the second order statistics

$$x = \frac{1}{T-1} \sum_{i=0}^{T-1} (s(i) - \mu_x)^2$$  \hspace{1cm} (12)$$

where $\mu_x$ is the average computed by (11) or in the case of more robust rank-order statistics $\mu_x = \text{median}\{x\}$.

D. Kernel ridge regression

Kernel ridge regression [37] provides an effective and flexible tool for regression and is computationally inexpensive thanks to the kernel trick which performs complex feature mappings by dot products. Kernel ridge regression has also gained significant momentum in the vision community due to superior results in many challenging vision regression applications [4], [9], [10].

The classical way of solving regression problems is the ordinary least squares (OLS) which minimizes the squared loss:

$$\sum_i (y_i - w^T x_i)^2$$  \hspace{1cm} (13)$$

However, due to a limited number of training examples, the variance of the linear regression parameters $w$ by OLS can be large which reflects unreliable regression (over-fitting) between the co-variates $x_i$ (our low level features) and the response variables $y_i$ (the bulk flow angle or velocity or both in our experiments). An effective way to overcome this problem is to penalize the norm of $w$ as in ridge regression. Instead of minimizing squared errors, ridge regression minimizes the following cost:

$$J(w) = \sum_i (y_i - w^T x_i)^2 + \lambda ||w||$$  \hspace{1cm} (14)$$

where $\lambda$ is the positive regularization parameter that reduces the estimate $w$ variance at the expense of increasing training errors (the trade-off between the bias and variance). In practice, one can use cross-validation [30] to find the optimal regularization parameter that minimizes the cross-validation errors.

Saunders et al. [37] derived a dot product form for the predicted target value of a novel input $x$, i.e. $w^T x$:

$$y^T (K + \lambda I)^{-1} \kappa$$  \hspace{1cm} (15)$$

where $K$ is the training set dot product matrix

$$K_{i,j} = x_i^T x_j \text{ for } i = 1, 2, \ldots, N \text{ and } j = 1, 2, \ldots, N,$$  \hspace{1cm} (16)$$

for a training set of $N$ examples and $\kappa$ is the prediction dot product vector

$$\kappa_i = x_i^T x \text{ for } i = 1, 2, \ldots, N.$$  \hspace{1cm} (17)$$

The formulation in (15) contains the training and new example feature vectors in the dot product forms in (16) and (17) and therefore the kernel trick can be readily applied [37]. The formulation turns the ridge regression (RR) in (14) to kernel ridge regression (KRR) where the original features $x$ can be replaced with kernel feature transformation $x_i \rightarrow \Phi(x_i)$. The regression is particularly efficient when solving in the dual space if the transformation is induced by a dot product kernel $k(x_i, x_j) = \Phi(x_i)^T \Phi(x_j)$ where $k(\cdot)$ is the kernel function. In this work, we experiment with the polynomial kernels $k(x_i, x_j) = (x_i^T x_j + 1)^d$ and use three-fold cross-validation.

E. Multivariate kernel ridge regression

A multivariate extension to kernel ridge regression was presented by An et al. [4] for the multivariate ridge regression:

$$J(W) = \sum_i ||y_i - W^T x_i||^2 + \lambda ||W||^2.$$  \hspace{1cm} (18)$$

Note that now the response variable $y$ is a vector and the regression weights form a matrix $W$. We can establish the multivariate form similar to (15):

$$W^T \Phi(x) = Y(K + \lambda I)^{-1} \Phi(x) \Phi(x) = Y(K + \lambda I)^{-1} \kappa(x)$$  \hspace{1cm} (19)$$

where $\kappa(x) = [k(x_1, x) \ k(x_2, x) \ldots \ k(x_n, x)]^T$. This form again avoids access the feature vectors as long as the kernel function $k(\cdot)$ exists.

Figure 5: Pressure estimates for different velocities: experimental versus theoretical results.
VI. EXPERIMENTS

Some of the most important flow primitives relevant to multiple applications such as flow measurement, underwater robotics, and fish biology are those used for the automated alignment of the swimming body with the bulk flow. This requires joint estimation of the bulk flow velocity and angle with respect to the probe coordinate system (ego-centric). In nature the joint-estimation of the velocity and angle allows for rheotaxis, where a fish turns to face toward oncoming current (bulk flow). In the following experiments we investigate methods for the detection of the hydrodynamic primitives required for the alignment: 1) bulk flow angle, 2) bulk flow velocity, and 3) joint detection of angle and velocity.

A. Data

The experiments were performed in a flow tunnel with a working area of 150 × 50 × 50 cm (see Figure 2). Diffusers in front of the working section were used to generate a steady turbulent flow. The sensor probe was mounted on a platform installed in the flow channel working section. For angle and flow speed measurements, the sensor was rotated in the X-Y plane while keeping the depth constant. Due to the experimental setup, small depth variations in the flow tank occur between different experiments. The initial pose configuration was the sensor mounted such that it was facing the core flow corresponding to 0° rotation.

All measurements within each experiment were carried out over a one-day period starting from still water conditions in the tank. To ensure viable ensemble averages, the motor was allowed to warm up to the working temperature before measurements were acquired (Section IV). The details of the different experiments are provided in Table I.

Table I: Measurements carried out for the Tallinn Nov 2014 data set.

<table>
<thead>
<tr>
<th>E2</th>
<th>Angles: 0°, ±15°, ±30°, ±45°, ±60°, ±75°, ±90°</th>
<th>Velocities: 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 cm/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>E2a</td>
<td>Angles: 0°</td>
<td>Velocities: 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 cm/s</td>
</tr>
<tr>
<td>E2b</td>
<td>Angles: 0°</td>
<td>Velocities: 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 cm/s</td>
</tr>
<tr>
<td>E2c</td>
<td>Angles: 0°</td>
<td>Velocities: 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 cm/s</td>
</tr>
<tr>
<td>E5</td>
<td>Angles: 0°, ±15°, ±30°, ±45°, ±60°, ±75°, ±90°</td>
<td>Velocities: 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 cm/s</td>
</tr>
</tbody>
</table>

B. Hydrodynamic primitive 1: Bulk flow velocity

For the first experiment we applied the kernel ridge regression with the quadratic polynomial kernel $k(x_i, x_j) = (x_i^T x_j + 1)^2$ ($d = 2$). For the low level features in Section V-C we tested the averaging intervals 1...25 s ($T = 125...3125$ samples). The standard calibration procedure from Section IV using the no-flow measurements of the training set was applied.

We performed experiment two times. First time we used $E2$ as evaluation test and $E5$, $E2a$, $E2b$, and $E2c$ for training (only one at a time). Second time we used $E5$ for testing and $E2$, $E2a$, $E2b$, and $E2c$ for training. In both cases we used bootstrapping. As the performance measure we report the mean absolute error in velocity

$$\epsilon_v = \frac{1}{N} \sum |v - \hat{v}|$$

where $N$ is the number of test samples.

The results for the velocity experiment are presented in Table II and Figure 6. We can make the following three observations based on the results. Despite the careful calibration, there are significant differences between the data sets which are partly due to temporal variations in the dynamic pressure field between them. This is due to the presence of fully turbulent flow, which cannot be replicated exactly even when the experimental conditions are held constant. The observed variations between experiments makes the signal mean feature, the first-order moment, too sensitive for robust velocity estimation and unlikely to perform well in field conditions. However, the second-order moment, the signal variance, does provide robust and accurate velocity estimates even for the extrema angles ±90° for which the average error is below ±6.5 cm/s. This is because the statistical properties of a steady turbulent flow become similar when time averaging is performed [5]. The effect of the signal variance computing period can be seen in Figure 6 (bottom) where the results improve until convergence at approximately 5 seconds. The main result is that the velocity estimation of slow turbulent velocities can be robustly and accurately estimated with the sensor probe by pointing the sensor approximately into the bulk flow and using signal variance computed over 5s period and with a quadratic regression model. The final observation is that the error distribution is not symmetric when considering right or left rotations. This is especially apparent for large angular deviations > ±45°, where it can be seen that large angular deviations to the left cause larger errors than to the right. The asymmetry of the pressure field signal at large angles is a result of the superposition of small differences in the individual pressure sensors, the body geometry, and the dynamic response (bending and vibrating) of the probe’s body. Thus our probe exhibits a tendency for right-handed "lateralization" at large angular deviations.

Table II: The experiment $E2$ velocity estimation errors for using different data sets in training (the $E2$ row represents the training set error).

<table>
<thead>
<tr>
<th></th>
<th>0°</th>
<th>±15°</th>
<th>±30°</th>
<th>±45°</th>
<th>±60°</th>
<th>±90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>E2</td>
<td>2</td>
<td>25</td>
<td>51</td>
<td>94</td>
<td>159</td>
<td>163</td>
</tr>
<tr>
<td>E2a</td>
<td>60</td>
<td>19</td>
<td>23</td>
<td>39</td>
<td>64</td>
<td>61</td>
</tr>
<tr>
<td>E2b</td>
<td>15</td>
<td>28</td>
<td>36</td>
<td>66</td>
<td>117</td>
<td>125</td>
</tr>
<tr>
<td>E5</td>
<td>709</td>
<td>495</td>
<td>328</td>
<td>206</td>
<td>253</td>
<td>94</td>
</tr>
</tbody>
</table>

Signal variance feature

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>E2</td>
<td>3.9</td>
<td>4.3</td>
<td>5.6</td>
<td>6.0</td>
<td>5.1</td>
<td>7.0</td>
</tr>
<tr>
<td>E2a</td>
<td>3.8</td>
<td>4.1</td>
<td>5.2</td>
<td>5.2</td>
<td>5.0</td>
<td>5.2</td>
</tr>
<tr>
<td>E2b</td>
<td>4.2</td>
<td>4.2</td>
<td>5.3</td>
<td>5.3</td>
<td>5.0</td>
<td>5.4</td>
</tr>
<tr>
<td>E5</td>
<td>3.9</td>
<td>4.1</td>
<td>5.4</td>
<td>5.6</td>
<td>5.8</td>
<td>5.9</td>
</tr>
</tbody>
</table>
C. Primitive 2: Bulk flow angle

For the angle estimation the first order polynomial kernel \((d = 1)\) provided the best results. It is worth noting that while the velocity estimation performed well even with a single sensor (e.g., \(s_0 = “nose”\)) the angle estimation completely fails for a single sensor and improves rapidly as the number of sensors increase. This finding indicates the importance of leveraging the full array of lateral line sensors. Here we report absolute errors using the estimated angle (in degrees) as the performance measure.

In this experiment, we used the two independent sets of angle and velocity measurements: \(E2\) and \(E5\). The angle estimation errors shown in Figure 7. In the top graph in Figure 7 it is evident that the angle estimation error improves for increased velocities and errors are somehow tolerable for the highest velocities (> 40 cm/s) for which the average estimation error is below 20°. The performance collapse for velocities below the limit is rather striking and it seems that the angle estimation is unreliable below the limit (see the bottom graph in Figure 7). The mean feature performs favorably to the variance feature on lower velocities, but again suffers from the sensor depth variation between the experiment sets.

D. Primitive 3: Joint estimation of flow angle and velocity

For the joint detection of bulk flow velocity and angle the multivariate form in (18) (Section V-E) may be applied, but since this requires a rather large training set we break the problem in three stages illustrated in Figure 8. The stages 1 (estimate bulk flow angle) and 3 (estimate bulk flow velocity) have already been investigated in the previous experiments. However, the velocity estimate degrades with increasing deviation from bulk flow (0°, see Figure 6). This can be improved if the angle of rotation \(\alpha\) is known a priori, but this is a largely invalid assumption in practice and therefore
we propose a canonical transformation $T_o$, which transform responses measured at the angle $\alpha$ to the angle $0^\circ$ denoting it as the canonical space. A discrete set of transformations can be precomputed using the multivariate kernel regression and for novel measurements the estimated angle $\hat{\alpha}$ of stage 1 is used to select the closest canonical transformation.

We computed the canonical transformation from the E5 data set. As a training set for angle estimation the data set E2 was used. For training and testing of velocity estimation we used the same scheme as in Section VI-B. The results shown in Figure 9 clearly indicate that the largest benefit from the transformation is obtained when the sensor is significantly misaligned, i.e., greater than $-45^\circ$, $45^\circ$. If the canonical transformation is applied, then the error of the velocity estimation does not increase significantly for rotated measurements, instead varying from 4 to 6 cm/s. These results were obtained by averaging estimates over the four independent data sets used in training. In order to determine how the angle estimation error affects the joint estimates we performed three experiments: no transformation, canonical transformation selected by the ground truth angle and canonical transformation selected by the estimated angle. The ground truth angle provides superior results, followed by the estimated angle. It was found that the joint estimation using the canonical method did not significantly decrease the overall error as compared to the non-canonical approach, but was effective in removing the asymmetry associated with large angular deviations. For this reason, the joint estimation pipeline is to be recommended over single-step estimates of the bulk flow velocity and angle (see Figure 9).

![Figure 9: Results for the bulk flow velocity estimation from unknown angle with no angle transformation (“no canonical”), with ground truth angle (“canonical (ideal)”) and using the angle estimation pipeline in Figure 8 (“canonical (real)”).](image)

VII. CONCLUSIONS

In this work we investigate the estimation of flow primitives with a new type of probe design consisting of an artificial lateral line array. The objective of this work was to introduce a pipeline including calibration and signal processing methods to measure complex local flow parameters. In particular, we focused on practical methods for the estimation of the two key local flow primitives the bulk flow velocity and angle. The flow primitives can be used for establishing the required flow characteristics typical to hydraulic structures in order to identify the preferred hydrodynamic conditions for aquatic organisms. We formulated the flow pattern measurements as a signal regression problem and proposed kernel ridge regression as a suitable regression tool. Based on the results of laboratory experiments we made the following findings: a lateral line pressure sensor array can be an accurate and robust sensor probe for measuring bulk flow velocity, bulk flow angle as well as the joint estimation of both. For the studied velocities $(0 - 0.5 \text{ m/s})$, the signal variance computed over time period of $5s$ provides accurate flow velocity estimate. Using the same signal feature, the bulk flow angle can be estimated, but requires flow speeds $\geq 0.45 \text{ m/s}$. Furthermore, the joint estimation pipeline proposed in this work is capable of estimating the velocity and angle including large angular deviations from the ideal orientation, and removes the asymmetric error found at large angles. Using the framework outlined in Figure 8, a canonical transformation was developed which improves measurements for an arbitrary sensor pose, keeping the error across all angular deviations to $\leq 0.1 m/s$. In future work we will use the sensor probe and signal processing pipeline to generate spatial maps of altered flows, using them for the quantitative evaluation of complex flows associated with hydraulic structures in a river. Moreover, we will investigate the possibility for continuous sensor self-calibration as a method to retrieve robust mean feature measurements.
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