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In this work, image based estimation methods, also known as direct methods, are studied which avoid feature extraction and matching completely. Cost functions use raw pixels as measurements and the goal is to produce precise 3D pose and structure estimates. The cost functions presented minimize the sensor error, because measurements are not transformed or modified. In photometric camera pose estimation, 3D rotation and translation parameters are estimated by minimizing a sequence of image based cost functions, which are non-linear due to perspective projection and lens distortion. In image based structure refinement, on the other hand, 3D structure is refined using a number of additional views and an image based cost metric. Image based estimation methods are particularly useful in conditions where the Lambertian assumption holds, and the 3D points have constant color despite viewing angle. The goal is to improve image based estimation methods, and to produce computationally efficient methods which can be accommodated into real-time applications. The developed image-based 3D pose and structure estimation methods are finally demonstrated in practice in indoor 3D reconstruction use, and in a live augmented reality application.
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“Nothing will work unless you do.”
Maya ANGELOU
In computer vision, camera pose estimation and 3D structure refinement are approached by defining cost functions whose minimum corresponds to desired model configuration. Because these two problems are by nature geometrical, original image measurements are often replaced by 2D feature points, which are extracted from the images. Feature points are distinctive local regions, such as corners and edges, which can be matched across multiple images. Finally, a geometrical cost function determines which parameters are ideal in relation to all 2D feature point observations. Despite that geometrical cost metric can provide precise estimates, the estimation process paradoxically utilizes only indirectly the original image data. 2D points must be extracted from images and matched in multiple views. This is the weak link of the estimation process, because extraction and matching errors can not be avoided. Especially matching errors must be addressed by techniques such as RANSAC [18, 55] and M-estimators [27] to increase tolerance to gross outliers. Feature extraction, also, is imprecise because the points are likely to have an offset to the ideal projection of a 3D point. For example, viewing angle and lighting conditions affect on the feature extraction process.

In this work, image based estimation methods, also known as direct methods, are studied which avoid feature extraction and matching completely. Cost functions are directly defined using raw pixel measurements and the goal is to produce precise pose and structure estimates. The presented cost functions minimize the sensor error, because measurements are not transformed or modified. In photometric camera pose estimation, 3D rotation and translation parameters are estimated by minimizing a sequence of image based cost functions. These cost functions are non-linear due to perspective projection and lens distortion. In image based structure refinement, 3D structure is refined by minimizing appearance variance to the reference view using a number of additional views. Image based estimation methods are usable whenever the Lambertian illumination assumption holds, where 3D points have constant color despite viewing angle. The main application domains considered in this work are indoor reconstructions, robotics and augmented reality, which all benefit from more precise 3D camera tracking and environment mapping.
1. Introduction

1.1 Objectives

The overall project goal is to improve image based estimation methods, and to enable their use in real-time applications. The main questions for this work are

1. “How to use RGB-D measurement data efficiently in 3D pose estimation and structure refinement?”
2. “How to organize computation to enable a real-time (30Hz) implementation on a low-end GPU?”
3. “What are the practical considerations in applications such as augmented reality and 3D reconstruction?”

Table 1.1 illustrates family of different photometric cost function types. The contribution in this thesis has been studying these cost function in theory and in practise.

<table>
<thead>
<tr>
<th>Cost type</th>
<th>Cost function</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadrifocal</td>
<td>$e_1 W_1 e_1 + e_2 W_2 e_2$</td>
<td>Comport’07</td>
</tr>
<tr>
<td>Trifocal</td>
<td>$e_1 W_1 e_1 + e_d W_d e_d$</td>
<td>Tykkala’11</td>
</tr>
<tr>
<td>ICP GPU 30Hz</td>
<td>$e_z W_z e_z$</td>
<td>Newcombe’11**</td>
</tr>
<tr>
<td>RGB-D + ICP</td>
<td>$e_1 W_1 e_1 + \lambda e_z W_z e_z$</td>
<td>[Tykkala’11, Whelan’12]</td>
</tr>
<tr>
<td>RGB-D GPU 30Hz</td>
<td>$e_1 W_1 e_1$</td>
<td>[Tykkala’13]</td>
</tr>
</tbody>
</table>

Table 1.1: The family of direct cost functions. Stars denote the ones were developed in this project.

In the beginning of the project, the aim was to bring state-of-the-art computer vision to space applications in collaboration with Thales-Alenia Space. One interesting application is in autonomous navigation and mapping of space environments. In a recent Itokawa asteroid sampling mission, also asteroid images were collected using an autonomous robot. These image were then used in manual 3D reconstruction of Itokawa asteroid. Thus our work began from a Mars orbiting and asteroid reconstruction setting, which provided a testing framework for testing novel cost function formulations. The goal was to use multi-view inference for autonomous pose estimation and 3D reconstruction. Particularly computational efficiency and tracking robustness were considered in the first two publications. Since standard benchmarking for visual odometry was not available, it was also developed during the process to monitor the accuracy and robustness. Blender software was used to generate synthetic datasets along with a ground truth trajectories. Also turn-table was used to test visual odometry with more realistic input.

During the project, the Microsoft Kinect sensor was released, which meant that relatively accurate RGB-D measurements could be captured in textureless indoor environments at 30Hz using a structured IR light pattern. Compared to depth maps generated from stereo camera input, structural accuracy became much more consistent and image
content independent. I made a request to transform this PhD project into a double-
degree with Lappeenranta University of Technology to be able focus on television pro-
duction studio environments. This change simplified data acquisition, since real data
could be easily captured in the actual application environment.

The goal in the second part of the project to develop a 3D camera tracking solution to
television production studios, which enables rendering AR graphics to live broadcasts.
The film industry knows this technique as matchmoving, which is traditionally done in
post-processing using semi-automatic trackers [17]. A tracker is a tool which estimates
a 3D camera motion trajectory based on observed 2D point tracks [85, 86]. In case mul-
tiple shots are required, the process easily becomes expensive. Using a live AR system,
the scenes can be practised in real-time using sufficient AR quality. When the scenes are
captured in their final form, post-processing can be done only once. In studios, online
matchmoving is typically done using an external motion capture system [49], which
tracks a camera in real-time based on passive markers attached to the camera. A 3D en-
gine is then used to render view-dependent graphics in real-time [7]. Although motion
capture is precise and enables a large operating volume, the total price of a professional
system is currently 200 – 500k€. Also cheaper systems exists, such as NaturalPoint Op-
titrak [51], which cost around 25k€, but their precision and capture rate are lower.

A real-time image based tracker was developed to allow affordable and automatic cam-
era tracking, which KyAMK University of Applied Sciences in Kouvala could use for
educational purposes. The project was funded by European Regional Development
Fund and The Federation of Finnish Technology Industries. To avoid drift, 3D model
acquisition method had to be developed to obtain a fixed reference for camera tracking.
Also tolerance with foreground actors was required in a setup where the program con-
tent is used to camera pose estimation. As alternative approach a RGB-D sensor was
pointed toward a textured carpet to avoid scene manipulation. A lot of experimenting
was carried out in the studio environment along with studio people to obtain a usable
system. The toolset was tested using a wide range of input videos, both synthetic and
real. Finally, the tracking solution was experimented both in television programs with
live augmented reality content and in 3D reconstruction of indoors.

1.2 Contribution and publications

The following publications were written during the project:

Publication (i)
“A Dense Structure Model for Image Based Stereo SLAM”, T. M. Tykkälä,
and A.I. Comport, IEEE International Conference on Robotics and Automation
(ICRA), Shanghai, China, May 2011,

Publication (ii)
“Direct Iterative Closest Point for Real-time Visual Odometry”, T. M. Tykkälä,
C. Audras, and A. I. Comport, Workshop on Computer Vision in Vehicle
Technology: From Earth to Mars in conjunction with the International Con-
ference on Computer Vision (CVVT/ICCV), Barcelona, Spain, Nov 2011,
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Publication (iii)
“RGB-D Tracking and Reconstruction for TV Broadcasts”, T.M. Tykkälä, H. Hartikainen, A.I. Comport, and J-K. Kämäräinen, 8th International Conference on Computer Vision Theory and Applications (VISAPP), Barcelona, Spain, Feb 2013,

Publication (iv)

Publication (v)

In publication (i), simultaneous estimation of 3D pose and structure parameters is formulated using an image-based SLAM cost function [82]. The disparity values are treated as free parameters whose joint covariance with pose parameters is estimated. Image based disparity variances are obtained by marginalizing the motion parameters out. These variances are then used to bound the estimation of the next disparity map. This process boosts disparity map computation, which is commonly a bottleneck. Thales-Alenia Space provided a realistic orbiting trajectory around Itokawa. The trajectories and available asteroid 3D models were used to evaluate the method.

In publication (ii), 2.5D maps are represented as general RGB-D measurements directly without depending on a specific measuring technique [81]. Maintaining small drift is essential for any visual odometry problem. To reduce drift, RGB image and depth map errors are concurrently minimized. When cost function consists of two components, the numerical uncertainty (standard deviations) can also vary between them. An additional parameter $\lambda$ is required to balance the uncertainties in such a way that drift is minimized. To gain computational efficiency, salient image regions are selected using a gradient magnitude histogram. The histogram method reduces computational requirements from $O(n \log n)$ to $O(n)$, because sorting can be fully avoided. The experiments show that pose estimation can be made more precise, especially in cases where Lambertian assumption is only partially valid. The method is also demonstrated with using a real space sequence in ProVisG MARS 3D Challenge [29].

In publication (iii), a system is presented which uses Microsoft Kinect sensor for augmenting graphics to a live TV broadcast. Live augmented reality is useful when designing TV and film scenes with interactive characters and props. RGB-D camera tracking is proposed for live AR use in television studios to reduce post-processing needs and lower the costs [84]. During a live AR broadcast, drift is not an option and frequent loop-closure will be required. When tracking is defined relative to a set of keyframes, the drift will not cumulate in time. A pre-defined keyframe model is also necessary when avoiding moving actors in the scene. The static model provides distance values and intensity values which are compared with the current RGB-D measurement. By filtering out image regions with too large discrepancy to the model, foreground motion
1.3 Outline of the thesis

does not bias the tracking process. The keyframes are not allowed to contain dynamic regions, because the appearance changes are modeled only by mathematical camera model.

In publication (iv), a real-time RGB-D tracker is developed which benefits from computational capacity and scalability of a GPU [80]. The implementation is one of the first ones for GPU. Several GPU optimizations are presented and discussed which enable real-time performance even on a low-end GPU. The system is designed to be low-cost and it only requires a RGB-D sensor and a laptop. RGB-D tracking is experimented in a TV production studio with and without foreground actors. Novel tools are built to pre-filter and refine 3D models generated by RGB-D tracking. The accuracy is compared with a recent KinectFusion system which concurrently tracks 3D camera pose and builds a voxel-based 3D model [53]. The comparison shows how the proposed method outperforms KinectFusion in a larger operating volume. Using a keyframe based 3D model as reference requires a nearest neighbor metric which measures pose similarity using a single metric. A metric is proposed which unifies angular and translational units. This thesis also provides examples how photorealistic and watertight appartment models are generated by a RGB-D mapping process (Chapter 7). The models are stored in a standard format to allow online visualization and 3D printing.

In publication (v), the real-time RGB-D tracker developed earlier is used to produce 3D camera trajectories in real appartments. These trajectories are then used along with a stored RGB-D video to generate dense keyframe based 3D model. The memory consumption problem is addressed by 1) depth-fusing more measurements into keyframes to gain higher precision and 2) fitting an implicit surface to the point set using Poisson method. When polygonizing the zero-level set using chosen octree resolution, it is possible to reduce memory consumption dramatically. The keyframe images are finally used as texture maps for which UV-coordinates are generated by favouring the best spatial resolution.

1.3 Outline of the thesis

The thesis is structured as follows. In Chapter 2, the basic methods of geometrical, vision-based pose and structure estimation methods are summarized. In Chapter 3, the image-based estimation methods are presented which give context to this thesis. The following chapters describe the contributions. In Chapter 4, disparity maps computation becomes more efficient by a re-localization scheme, where a part of disparity map is estimated within temporally propagated bounds [82]. In Chapter 5 camera tracking dependency on image quality is reduced by simultaneous minimization of depth map error [81]. In Chapter 6, a computationally efficient real-time GPU implementation is developed which minimizes a image based cost function, and produces robust and precise pose estimates [80]. In Chapter 7 the process is described how watertight, textured 3D models can be produced by RGB-D tracking process [83]. In Chapter 8 the real-time tracking and mapping technology is demonstrated in a real application case in a television production studio. The camera tracking is used to render interactive 3D graphics into a live television broadcast [84, 80]. The conclusions are made in Chapter 9.
To understand the relationship between a 3D scene and it’s 2D projection images, a mathematical camera model needs to be described. The model is fundamental for computer graphics, computer vision and augmented reality, because it enables rendering 2D images from 3D models (the forward problem), reconstructing 3D models based on 2D images (the inverse problem), and rendering graphics using the estimated camera poses. The computer vision field has traditionally been focused on the inverse problem. However, due to rapid development of RGB-D sensors, the forward process has also become increasingly important, because it enables generating synthetic but photo-realistic 2.5D images. 2.5D images are color images associated with a depth map. In this work, image-based modeling enables precise photometric cost functions for camera pose estimation and structure refinement. The notations given in this section are at times less general than the ones defined by Hartley [21] to focus only on the transformations required in this project. Namely, projective 3-spaces ($\mathbb{P}^3$) are not considered, because the 3D points are assumed to have finite coordinates.

2.1 Perspective camera model

Essentially a camera model is a geometrical mapping $\mathcal{P} : \mathbb{R}^3 \to \mathbb{R}^2$, which transforms 3D points $\mathbf{p}_k$ into 2D image points $\mathbf{p}_k$. The components of the model are:

1. **Extrinsic** part, the 3D transformation of the geometry into a camera reference frame. The transformation is defined by rotation matrix $\mathbf{R} \in \mathbb{SO}(3)$ and translation vector $\mathbf{t} \in \mathbb{R}^3$, which are often embedded in a $4 \times 4$ matrix to allow better manipulation properties.

2. Perspective projection from 3D to 2D, by normalizing a homogeneous 3D coordinates by the depth (3rd component). The normalization function $N(\mathbf{P})$ is defined explicitly to allow differentiation.
3. Lens distortion modeling using radial and tangential offsets using the function 
\( D(p, \alpha) \) whose coefficients \( \alpha \in \mathbb{R}^3 \) are separately calibrated for every physical 
lens.

4. **Intrinsic** part, 2D transformation to the image points by \( 3 \times 3 \) intrinsic matrix \( K \),
which is the result of camera calibration. This transformation models image reso-
lution, image aspect ratio, pixel skew and projection center on the image plane. A
projection matrix \( \Pi \) is used to extract the final 2D coordinates. \( \Pi \) is used because
3-component homogeneous form is redundant.

The full camera model is

\[
\mathbf{p} = \Pi KD(N(R\mathbf{p} + \mathbf{t}), \alpha), \quad \text{where} \quad \Pi = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}. \tag{2.1}
\]

The color generation is typically modeled using a Bidirectional Reflectance Distribution
Function (BRDF). BRDF defines how much an infinitesimally small surface patch at 3D
point \( \mathbf{P} \) reflects radiance into projected point \( \mathbf{p} \) using various lighting parameters. In
computer vision, Lambertian BRDF is often assumed for simplicity. Lambertian surfaces
reflect the same color uniformly into all directions. Thus, images captured from multiple
viewpoints will be directly color-wise comparable.

### 2.1.1 Extrinsic matrix structure

The world coordinate system \( W_C \) is the fixed coordinate system where all 3D geometry
is finally transformed into. One or several camera coordinate systems \( C_C \) can be defined
relative to \( W_C \). To map 3D points \( W_C \Rightarrow C_C \), a \( 4 \times 4 \) extrinsic matrix \( T \) is required, which
is composed of 3D rotation and translation.

The extrinsic matrix structure is

\[
T = \begin{pmatrix} R & t \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} r_{x1} & r_{y1} & r_{z1} & t_1 \\ r_{x2} & r_{y2} & r_{z2} & t_2 \\ r_{x3} & r_{y3} & r_{z3} & t_3 \\ 0 & 0 & 0 & 1 \end{pmatrix} \in \text{SE}(3), \tag{2.2}
\]

where \( R \) is \( 3 \times 3 \) rotation matrix and \( t \) is translation vector. The rows \( r_1, r_2, \) and \( r_3 \) are
unit vectors which represent the \( X, Y, \) and \( Z \)-axes of the camera in \( W_C \).

The camera pose matrix \( T^{-1} \) maps points into the opposite direction \( C_C \Rightarrow W_C \), and it
is defined by

\[
T^{-1} = \begin{pmatrix} R^T & -R^T t \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} R^T & \mathbf{c} \\ 0 & 1 \end{pmatrix}, \tag{2.3}
\]

where \( \mathbf{c} \) represents the camera origin in \( W_C \). Thus, general matrix inversion procedure
is not required.
2.1 Perspective camera model

2.1.2 Perspective projection

3D points are converted into projective coordinates (in group $\mathbb{P}^2$) by defining equivalence $(x, y, z) \Leftrightarrow (x/z, y/z, 1)$. This definition performs implicit perspective projection, because 3D points move along 3D ray onto normalized image plane at $z = 1$. However, explicit function $N(P): \mathbb{R}^3 \Rightarrow \mathbb{R}^3$ is necessary to allow differentiation.

The 3D points $P_k$ in $C_C$ are projected into normalized image points $p^n_k$ by

$$p^n = N(P) = \left( \frac{p_1}{p_3}, \frac{p_2}{p_3}, 1 \right) = \left( \frac{u}{v}, 1 \right). \quad (2.4)$$

$(u, v, 1)^T$ are general image coordinates which do not depend on the physical camera properties.

2.1.3 Lens distortion model

Real lenses, especially low-cost, produce images which can not be modeled with simple perspective projection. The imaging process contains an additional non-linear component which performs lens distortion. The lens distortions are typically radial and tangential displacements around the optical axis [6]. The intersection point between the optical axis and the image plane is called the principal point. The principal point does not have any distortion and is often very close to the center of the image.

We use standard Caltech distortion model to obtain distorted image points $p^d$ by

$$p^d = D(p, \alpha) = \left[ p \left(1 + a_1r^2 + a_2r^4 + a_3r^6 + dx \right) \right], \quad (2.5)$$
where \( r^2 = p_1^2 + p_2^2 \) and \( dx \) denotes the tangential distortion

\[
\begin{bmatrix}
\frac{2\alpha_3 p_1 p_2 + \alpha_4 (r^2 + 2p_1^2)}{\alpha_3 (r^2 + 2p_2^2) + 2\alpha_4 p_1 p_2}
\end{bmatrix}.
\]

(2.6)

\( \alpha_1, \alpha_2, \alpha_5 \) are the radial coefficients, \( \alpha_3 \) and \( \alpha_4 \) are the tangential coefficients. Since lens distortions are mostly radial distortions, \( dx \) can often be ignored.

This distortion model produces both pincushion and barrel distortions depending on the parameters. In pincushion distortion, the focal length increases with the radius of a lens. Barrel distortion, on the other hand, is the opposite, and the focal length decreases with the radius. Both distortion types are illustrated in Figure 2.2.

![Figure 2.2: Pincushion and barrel distortion illustrated](image)

**2.1.4 Intrinsic matrix structure**

The intrinsic matrix \( K \) scales and translates the normalized image coordinates \( p_k^n \) into pixel coordinates \( p_k \). The image resolution is \((\text{width}, \text{height})\).

\[
p = K p^n = \begin{pmatrix}
-f_u & 0 & o_u \\
0 & f_v & o_v \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
u \\
v \\
1
\end{pmatrix} = \begin{pmatrix}-f_u u + o_u \\
f_v v + o_v \\
1
\end{pmatrix},
\]

(2.7)

and based on similar triangles \( f_u \) and \( f_v \) scale the normalized units into pixel units, where

\[
f_u = \frac{\text{width}/2}{F \tan \frac{\alpha_u}{2}} = \frac{\text{width}/2}{\tan \frac{\alpha_u}{2}} \quad f_v = af_u.
\]

(2.8)

\( F \) is the focal length in metric units, but for normalized image points it is always \( F = 1 \) (on the left side in Figure 2.1). \( a = \frac{\text{height}}{\text{width}} \) is the aspect ratio of the image. \( \alpha_u \) is the viewing angle (radian units) in the U-axis direction. Square pixels are assumed when \( a = 1. \ o = (o_u, o_v)^T \) is the principal point, which is the projection of \( c \) in pixel coordinates. Here a convention from standard computer graphics libraries is adopted as negative z-axis represents the viewing direction (Fig. 2.1) and the origin of the image plane is in the upper left corner.
2.2 3D point initialization

2.1.5 The inverse model

The inverse camera model maps image points \( p_k \) into 3d rays \( r_k(t) \) in \( W_C \). The scale \( t_0 \) which matches with the first intersection is not known, and requires additional measurements. \( t_0 \) can be recovered for example by using multiple views and triangulation, or by direct measurement.

The rays are defined by

\[
r(t) = t^T R^T D^{-1}(K^{-1} \begin{bmatrix} p_1 \\ 1 \end{bmatrix}, \alpha) + c. \tag{2.9}
\]

The inverse lens distortion model \( D^{-1}(p, \alpha) \) can be formulated either as an image re-sampling problem or a point warping problem. When a distorted source image \( I_d \) is re-sampled by

\[
I(p_k) = I_0(KD(K^{-1} \begin{bmatrix} p_k \\ 1 \end{bmatrix}, \alpha)), \tag{2.10}
\]

the image \( I \) will be undistorted. After replacing the original input images \( I_d \) by undistorted images \( I \), lens distortion will not require further addressing. The inverse model will be

\[
r(t) = t^T K^{-1} \begin{bmatrix} p_1 \\ 1 \end{bmatrix} + c. \tag{2.11}
\]

The problem is, however, that image undistortion degrades image quality, because interpolation function must be used to obtain intensity values in between the pixels. \( I \) will also contain regions that do not map into any intensity value in \( I_d \).

The undistorted points \( p_k \) can also be directly estimated. Since \( D(p, \alpha) \) can not be analytically inverted, the first-order Taylor approximation can be used [41]. The approximation works well especially for minor distortions, because the mapping is relatively smooth.

\[
D^{-1}(p_n, \alpha) = \left( p_n - \frac{-p_n(a_1 r_1^2 + a_2 r_2^2 + a_2 r_1^4 + a_3 r_1^6 + 2a_1 a_2 r_1^8)}{(1 + 4a_1 r_1^2 + 6a_2 r_1^4)} \right) \left( 1 + 4a_1 r_1^2 + 6a_2 r_1^4 \right)^{-1}, \tag{2.12}
\]

where \( p_n \) is the distorted point, \( r = p_1^2 + p_2^2 \), and \( \alpha \) are the distortion coefficients. In this model only radial components \( a_1 \) and \( a_2 \) are supported and tangential distortions are ignored.

2.2 3D point initialization

In triangulation, a 3D point is produced by intersecting two or more 3D rays. Stereo triangulation methods are relevant when generating dense and sparse depth maps using two views. In this work, stereo triangulation will be used mostly to generate a 3D point cloud from a disparity map. Stereo triangulation methods are, however, also studied in unrectified case, because the asteroid mission two satellites require initial guess of 3D structure (see Sec. I in Appendix).
Calculating an intersection point is purely geometrical problem when noise is not present. However, when the projection points are extracted from images, and the rays are intersected, the 3D point will be contaminated by noise or may not even exist if the rays did not intersect. Two common approaches for triangulation will be described which can tolerate small amount of noise.

2.2.1 Midpoint triangulation

Let there be two rays \( r_1(s) = a + sb \) and \( r_2(t) = c + td \). \( a, c \in \mathbb{R}^3 \) are the ray origins, and \( b, d \in \mathbb{R}^3 \) the direction vectors respectively. \( s, t \in \mathbb{R}_+ \) are the scales of the rays, which are free parameters. The problem is to estimate such \( s \) and \( t \) which satisfy \( r_1(s) = r_2(t) \) and thus define the intersection point. This point can be found by minimizing the Euclidean distance between the rays. Euclidean squared distance is defined by

\[
D(s, t) = \| r_1(s) - r_2(t) \|^2 = \| sb - td + a - c \|^2. \tag{2.13}
\]

At the intersection point, the derivatives respect to \( s \) and \( t \) are both zero

\[
\frac{\partial D(s, t)}{\partial s} = 2b \cdot (sb - td + a - c) = 0 \tag{2.14}
\]

\[
\frac{\partial D(s, t)}{\partial t} = 2d \cdot (sb - td + a - c) = 0. \tag{2.15}
\]

\( s_0 \) and \( t_0 \) become

\[
t_0 = \frac{(-a \cdot b + b \cdot c)(b \cdot d)/\|b\|^2 + a \cdot d - c \cdot d}{\|d\|^2 - (b \cdot d)(b \cdot d)/\|b\|^2} \tag{2.16}
\]

\[
s_0 = \frac{(b \cdot d)t_0 - (a \cdot b) + (b \cdot c)}{\|b\|^2}. \tag{2.17}
\]

In case the the rays do not intersect, \( s_0 \) and \( t_0 \) will match with the closest points along the rays. The midpoint is trivially calculated \( P = \frac{r_1(s_0) + r_2(t_0)}{2} \) (Figure 2.3a). The intersection may also have infinite solutions, when the projection point coordinates are equal.

The midpoint method does not minimize optimal quantity and can even increase error when compared to selecting either one of the points. For example, when using the midpoint method in a situation where \( r_1(s) \) is a noiseless ray and \( r_2(t) \) is not, the midpoint can not be more precise than \( r_1(s_0) \). This case may occur when the other camera is much closer to the target. A better approach is to weight \( r_1(s_0) \) and \( r_2(t_0) \) with camera distance and angle based weights.

2.2.2 Hartley-Sturm triangulation

Hartley and Sturm presented an optimal triangulation method for projections with Gaussian error distribution [21]. Instead of minimizing 3D distance, a cost function can be directly formulated for the 2D projection points. When \( r_1(s) \) is projected into view 2 and \( r_2(t) \) is projected into view 1, 2D epipolar lines \( e_1 \) and \( e_2 \) are produced.
The problem is then to estimate such image points \( \hat{p}_1 \) and \( \hat{p}_2 \) which satisfy epipolar constraint \( \hat{p}_1^T F \hat{p}_2 = 0 \) and minimize distance to the measured points \( p_1 \) and \( p_2 \) (Figure 2.3b). The fundamental matrix \( F \) is a \( 3 \times 3 \) matrix which can be estimated using a set of corresponding 2D points or derived from the camera parameters [21].

The cost function is thus

\[
c(\hat{p}_1, \hat{p}_2) = (p_1 - \hat{p}_1)^T W_1 (p_1 - \hat{p}_1) + (p_2 - \hat{p}_2)^T W_2 (p_2 - \hat{p}_2)
\]

subject to \( \hat{p}_1^T F \hat{p}_2 = 0 \),

where \( W_k \) are the 2D covariances for 2D measurements.

The minimization finally requires estimating the roots of 6th order polynomial [21]. Tossavainen presents a computationally faster approximation [78]. The final 3D point is triangulated from corrected 2D projections by using the midpoint method which is now guaranteed to produce the exact result.

Two views are rectified, when the epipolar lines are strictly horizontal. If this is not the case, it is possible to rectify the stereo pair by re-sampling one or both images. For a rectified stereo view, the rays will always intersect and triangulation becomes simpler. The corresponding projection points \( \hat{p}_1 = (u, v, 1)^T \) and \( \hat{p}_2(d) = \hat{p}_1 + (d, 0, 0)^T \) can be encoded by 1D disparity parameter \( d \).

Based on two similar triangles

\[
\begin{align*}
1) & \quad \frac{X}{X - x_1} = \frac{Z}{F + Z'} \\
2) & \quad \frac{b - X}{b - X + x_2} = \frac{Z}{F + Z'}
\end{align*}
\]

where \((X, Y, Z)\) is a 3D point in the view 1, \( F \) is the focal length in metric units, \( b \) is the distance between the focal points, and \( x_k \) are the projection \( x \)-coordinates in different views. Figure 2.4 illustrates the case geometrically.
The first equation implies $X = -Zx_1/F$. By substituting $X$ in the second equation

$$Z = \frac{Fb}{x_2 - x_1} \Rightarrow z(d) = \frac{Fb}{d}$$

follows. Thus, the depth depends on the disparity value $d$, the focal length $F$ and the baseline $b$.

Figure 2.4: Rectified stereo triangulation. $P$, optical center $c_k$ and the projection point $x_k$ are on the same line based on perspective projection model. Relation between the disparity and depth value is determined by similar triangles. Right triangles are formed from point $P$ at distances $Z$ and $Z + F$, where $F$ is the focal length.

2.3 Estimation using Nonlinear Least Squares Minimization

Non-linear least squares minimization is widely used in computer vision problems to estimate parameters when a cost function has been defined. When a mathematical model exists, which generates data similar to observed measurements, its parameters can be estimated using NLSQ. Typically the cost function is defined to be a sum of squared errors, because NLSQ minimization methods can be used. When an initial guess $x_0$ exists, NLSQ produces an estimate which has the minimal cost. Due to limited number of iterations, cost smoothness and numerical inaccuracy, the estimate will still contain a small error. Let a vector function $f : \mathbb{R}^m \rightarrow \mathbb{R}^n$ be the model, whose initial guess $x_0 \in \mathbb{R}^n$. The problem is to estimate $x \in \mathbb{R}^m$ minimizing scalar error $e(x) = (x)^T e(x) = (m - f(x))^T (m - f(x)) = \|m - f(x)\|^2$, where $m \in \mathbb{R}^n$ is the measurement vector.
In 3D computer vision problems, the model \( f \) is non-linear due to perspective projection, lighting effects, shadows, occlusions and complicated surface models. However, if \( f \) is a piece-wise smooth mapping, the cost function can be locally approximated by the first-order Taylor expansion

\[
e(\delta x) = e_0 + J \delta x,
\]

where \( e_0 = e(x_0) \) is the current residual, \( J = \frac{\partial e(x_0)}{\partial x} \) is the Jacobian and \( \delta x \) is a parameter increment to be estimated.

The scalar error function becomes

\[
e(\delta x) = \frac{1}{2} e(\delta x)^T e(\delta x) = \frac{1}{2} e_0^T e_0 + \delta x^T J^T e_0 + \frac{1}{2} \delta x^T J^T J \delta x \tag{2.22}
\]

where the derivative is zero when

\[
J^T J \delta x = -J^T e_0. \tag{2.23}
\]

This linear system is also called normal equation, and it is solved by a method which fits the exact matrix structure involved. Popular choices are Cholesky decomposition and conjugate gradient method (Section 2.3.6). If the cost function assumptions are valid, the estimated increment satisfies \( e(x_0 + \delta x) < e(x_0) \). However, increment \( x_0 + \delta x \) must be estimated multiple times in cases where the mapping is not linear. The following sections outlines few strategies to estimate the local minimum.

### 2.3.1 Levenberg-Marquardt

Levenberg-Marquardt (LM) optimization is typically used as a local optimization method for non-linear least squares minimization, because it has good convergence properties even when the initial guess is relatively far away from the optimum [37]. LM has adaptive step control which adjusts the rate of descend to take bigger steps when the function is flat. LM can, to some extent, cope with ill-posed problems where the measurements do not imply sufficient constraints to solve a unique estimate. In computer vision problems, insufficient texturing may lead into an ambiguous problem. The steps are computed by using Tikhonov regularized normal equation

\[
\delta x = -(J^T J + \mu I)^{-1} J^T e, \tag{2.24}
\]

where \( \delta x \) is the parameter increment which minimizes the error, \( I \) is identity matrix and \( e \) is the residual vector. \( \mu \) is Tikhonov regularizer which is used to guarantee a safe iteration step size. \( \delta x \) is accepted only when the increment actually minimizes the error. Otherwise, \( \mu \) is increased until the step size becomes so small that error is inevitably minimized. With acceptable step, \( \mu \) is decreased and the next iteration will try a larger step. The algorithm listing is given in Algorithm 2.1. The maximum norm is defined

\[
\|g\|_\infty = \max(|g_1|, \ldots, |g_m|).
\]

### 2.3.2 Gauss-Newton

Gauss-Newton minimization is a special case of LM, where \( \mu = 0 \). Thus, the step size is not adjusted, and each increment is estimated directly from the normal equation (eq. 2.23). The underlying assumption is that the initial guess is near the minimum of a smooth and convex cost function. In this case, step control can be avoided completely and the minimization becomes very efficient (Algorithm 2.2).
Algorithm 2.1 Levenberg-Marquardt minimization algorithm.

Input: A function \( f : \mathbb{R}^m \rightarrow \mathbb{R}^n \), a measurement \( m \in \mathbb{R}^n \) and initial parameters \( x_0 \in \mathbb{R}^m \).
Output: A vector \( x^+ \in \mathbb{R}^m \) minimizing \( \| m - f(x) \|_2^2 \).

1: \( x = x_0, \nu = 2, \epsilon_1 = \epsilon_2 = 10^{-15}, \tau = 10^{-3}, k_{\text{max}} = 100 \)
2: \( A = J^T J; \quad \mu = \tau \cdot \text{max}_{i=1,m}(A_{ii}) \)
3: for all iterations \( k \in [0,k_{\text{max}}] \) do
4: repeat
5: \( A = J^T J, e_x = m - f(x), g = J^T e_x \)
6: if \( \| \delta_x \| \leq \epsilon_1 \| x \| \) or \( \| g \|_{\infty} \leq \epsilon_2 \) then return \( x \) # residual is sufficiently small
7: else
8: \( x_{\text{new}} = x + \delta_x \)
9: \( \rho = (\| e_x \|^2 - \| m - f(x_{\text{new}}) \|^2) / (\delta_x^T (\mu \delta_x + g)) \) # compute step condition variable
10: if \( \rho \leq 0 \) then
11: \( \mu = \mu \cdot \nu; \quad \nu = 2 \cdot \nu \) # decrease step size
12: end if
13: end if
14: until \( \rho > 0 \)
15: \( x = x_{\text{new}} \) # apply parameter increment
16: \( \mu = \mu \cdot \text{max}(\frac{1}{3}, 1 - (2\rho - 1)^3); \quad \nu = 2 \) # increase step size
17: end for
return \( x \)

Algorithm 2.2 Gauss-Newton minimization algorithm.

Input: A function \( f : \mathbb{R}^m \rightarrow \mathbb{R}^n \), a measurement \( m \in \mathbb{R}^n \) and initial parameters \( x_0 \in \mathbb{R}^m \).
Output: A vector \( x^+ \in \mathbb{R}^m \) minimizing \( \| m - f(x) \|_2^2 \).

1: \( x = x_0, \epsilon_1 = \epsilon_2 = 10^{-15}, k_{\text{max}} = 100 \)
2: for all iterations \( k \in [0,k_{\text{max}}] \) do
3: \( A = J^T J, e_x = m - f(x), g = J^T e_x \)
4: Solve \( A \delta_x = g \)
5: if \( \| \delta_x \| \leq \epsilon_1 \| x \| \) or \( \| g \|_{\infty} \leq \epsilon_2 \) then return \( x \) # residual is sufficiently small
6: end if
7: \( x = x + \delta_x \)
8: end for
return \( x \)

2.3.3 Random sample consensus

False 2D correspondences lead into unrobust estimation. Traditional sparse, feature-based pose estimation uses the Random Sample Consensus (RANSAC) for focusing on a few noiseless 3D points [55]. It works by finding subsets of points randomly until a consensus is found. The consensus set yields to the motion parameter hypothesis, which is supported by a sufficient number of inliers. Three 3D points or five 2D projection pairs are required to define 3D rotation and translation [20, 54]. The problem of this approach it’s computational requirement which can be in the worst case \( O(n^3) \) for \( n \) 3D points, if the last subset spans acceptable parameters. Also the inlier threshold is very problem-specific.
2.3 Estimation using Nonlinear Least Squares Minimization

2.3.4 M-estimators

Due to the various noise sources in the estimation process, a mechanism to prevent noise to alter estimation process is very useful. Such measurements, which are not predictable by the generative model, are considered outliers or noise. The M-estimator can be used for managing outliers when the residual vector is of sufficient length for statistical purposes [27]. Essentially a M-estimator is a function for producing uncertainty based weights for residual elements. The main idea is to generate small weights for residual elements which are considered outliers. Spurious residual values are detected by analyzing the distribution of residual values. Typically in model fitting problems, the distribution of the residual has two components. The first component resembles a Gaussian distribution and represents the elements which are in accordance with the assumed model (e.g. values are close to zero). The second component consists of all elements which do not follow the model, and thus can be considered to be outliers. This rough division can be used to find such a threshold which optimally divides the distribution into inliers and outliers. Inliers always have small error whereas outliers may have any error value. Increased robustness is obtained by damping the high error values out from the estimation (Figure 2.5). Instead of using a fixed threshold, M-estimators provide a certain adaptation level to error profile variations. One method to determine the damping weights is by the Tukey weighting function.

\[ u_k = \frac{|e_k|}{c \cdot \text{median}(e_a)}, \quad (2.25) \]

\[ w_k = \begin{cases} 
(1 - \left(\frac{u_k}{b}\right)^2)^2 & \text{if } |u_k| \leq b \\
0 & \text{if } |u_k| > b 
\end{cases}, \quad (2.26) \]

where \( e_a = \{|e_1|, |e_2|, \ldots, |e_n|\} \) is a set of absolute residual values, \( c = 1.4826 \) is the robust standard deviation, and \( b = 4.6851 \) is the Tukey specific constant. Thus, Tukey weighting generates adaptive weighting based on the statistical distribution of the residual. The weights \( w_k \) are produced per each residual element and they are roughly proportional to the inverse variances \( 1/\sigma_k^2 \).

The weighted step is obtained by rewriting eq. 2.23 as follows

\[ J^T W J x = -J^T W e, \quad (2.27) \]

where \( W \) is a diagonal matrix with \( \text{diag}(W)_k = w_k \). The robust step is obtained by \( J \Leftarrow \sqrt{W} J \) and \( e \Leftarrow \sqrt{W} e \) and therefore both LM and Gauss-Newton estimation can be trivially weighted. When the weights are quadratic, the square roots do not need to be evaluated in practice.

2.3.5 Iteratively re-weighted least squares

In Iterative Re-weighted Least-Squares (IRLS) [27] minimization, the weights are updated in each iteration using an element-wise weighting function \( \rho : \mathbb{R}^n \Rightarrow \mathbb{R}^n \). \( \rho \) usually corresponds to an M-estimator, but also other weighting strategies can be used. IRLS algorithm is listed in Algorithm 2.3. IRLS minimization may require more iterations than Gauss-Newton, because often some inliers will also be given a small weight.
Figure 2.5: Tukey M-estimator effect illustrated. The points with high error values are given small or zero weight, because their appearance change is not explained by the motion model.

Algorithm 2.3 IRLS

Input: A function \( f : \mathbb{R}^m \rightarrow \mathbb{R}^n \), a measurement \( m \in \mathbb{R}^n \), initial parameters \( x_0 \in \mathbb{R}^m \), and element-wise weighting function \( w : \mathbb{R}^n \rightarrow \mathbb{R}^n \).

Output: A vector \( x^+ \in \mathbb{R}^m \) minimizing \( \| w^T(x)(m - f(x)) \|_2 \).

1: \( x = x_0, \epsilon_1 = \epsilon_2 = 10^{-15}, k_{\text{max}} = 100 \)
2: for all iterations \( k \in [0, k_{\text{max}}] \) do
3: \( w = \rho(x), W = \text{zeros}(n, n), W_{ii} = w_i \)
4: \( J \leftarrow \sqrt{W}J, e \leftarrow \sqrt{We} \)
5: \( A = J^TJ, e_x = m - f(x), g = J^Te_x \)
6: Solve \( A\delta_x = g \)
7: if \( \| \delta_x \| \leq \epsilon_1 \| x \| \) or \( \| g \|_{\infty} \leq \epsilon_2 \) then return \( x \) # residual is sufficiently small
8: end if
9: \( x \leftarrow x + \delta_x \)
10: end for
return \( x \)

2.3.6 Linear system solvers

In this section, conjugate gradient method and Cholesky decomposition are described, which can both efficiently solve a linear system \( Ax = b \), where \( A \) is a positive definite matrix. Linear system must be solved in every iteration of the estimation process. Various other methods exist, such as Singular Value Decomposition (SVD), but here we focus on the methods most fit for real-time estimation.

Conjugate gradient method

Krylov subspace methods form an important class of iterative methods. The Krylov subspace of order \( k \) generated by a \( d \times d \) matrix \( A \) and a vector \( b \) of dimension \( d \) is the linear subspace.

\[
B(A, b) = \text{span}\{b, Ab, A^2b, \ldots, A^{k-1}b\}. \tag{2.28}
\]
Krylov subspace algorithms construct an orthogonal basis of subspace \( \mathcal{B}(A, b) \) and use the basis vectors as movement directions, going along each one of them only once. Thus, at each iteration a method of this type eliminates one of the possible directions of the motion and after \( d \) iterations the solution is known. Thus, with exact arithmetic assumed, these methods can be regarded as direct methods. However, due to the roundoff errors in computations performed by computers, these methods can require more than \( d \) iterations to converge. Moreover, usually the dimension of the problem is very large and the algorithms are stopped well before \( d \) steps are done. An efficient method gives a good approximation in much less than \( d \) iterations. In Krylov methods the iterates \( x_k \) are constructed by minimizing an error-function.

The Conjugate Gradient (CG) algorithm is a very effective and popular method for the optimization of quadratic functions and the solution of symmetric positive definite systems of equations. CG generates \( d \) conjugate search directions \( \{ \delta_0, \delta_1, \ldots, \delta_{d-1} \} \), where conjugancy is defined by \( \delta_i^T A \delta_j = 0 \), when \( k \neq i \). The CG directions \( \delta_k \) form an orthogonal basis in the Krylov subspace \( \mathcal{B}(A, b) \). The iteration starts from \( x_0 = 0 \). The initial residual is then \( e_0 = b - Ax_0 = b \), and the first search direction is chosen to be \( \delta_1 = e_0 \). Now assuming the solution can be written as a linear combination

\[
x = \sum_{k=1}^{d} \gamma_k \delta_k,
\]

iteration update for parameters and residual will be

\[
x_{k+1} = x_k + \gamma_{k+1} \delta_{k+1}, \quad e_{k+1} = e_k - \gamma_{k+1} A \delta_{k+1}
\]

To solve step lengths \( \gamma_k \), the final residual is first written as

\[
e_d = b - \sum_{j=1}^{d} \gamma_j A \delta_j = 0.
\]

The optimal step length for iteration \( k \) is obtained when multiplying both sides of the equation 2.31 by \( \delta_k^T \)

\[
\delta_k^T \left( b - \sum_{j=1}^{d} \gamma_j A \delta_j \right) = 0 \Rightarrow \gamma_k = \frac{\delta_k^T b}{\delta_k^T A \delta_k} = \frac{\delta_k^T e_{k-1}}{\delta_k^T A \delta_k}.
\]

All sum terms equal zero, except the \( k \)-th term due to conjugancy rule. The same rule is also used in the last \( e_{k-1} \leftarrow b \) substitution. Next an update is of interest, which can produce conjugate directions as a linear combination of \( e_k \) and \( \delta_k \).

Let

\[
\delta_{k+1} = e_k + \beta_k \delta_k,
\]

where \( \beta_k \) must be

\[
\delta_{k+1}^T A \delta_k = (e_k + \beta_k \delta_k)^T A \delta_k = 0 \Rightarrow \beta_k = -\frac{e_k^T A \delta_k}{\delta_k^T A \delta_k}
\]

Computational requirements of the terms \( \gamma_k \) and \( \beta_k \) can be reduced using the recursion formulas and conjugancy rule. The optimized conjugate gradient method is listed in Algorithm 2.4.
Algorithm 2.4 Optimized conjugate gradient method

Input: a \(d \times d\) positive definite matrix \(A\), a \(d \times 1\) vector \(b\).
Output: \(d \times 1\) vector \(x\) minimizing \(\|Ax - b\|\).

1: \(x_0 = 0, \delta_1 = b, e_0 = b\)
2: \textbf{for all iterations } \(k \in [1, d]\) \textbf{do}
3: \(\gamma_k = \frac{e_k^T e_k}{\delta_k^T A \delta_k}\)
4: \(x_k = x_{k-1} + \gamma_k \delta_k, \ e_k = e_{k-1} - \gamma_k A \delta_k\)
5: \(\beta_k = \frac{e_k^T e_k}{e_{k-1}^T e_{k-1}}\)
6: \(\delta_{k+1} = e_k + \beta_k \delta_k\)
7: \textbf{end for}
return \(x\)

CHOLESKY FACTORIZATION

A \(n \times n\) real and positive definite matrix \(A\) can be factorized into \(A = LL^T\), where \(L\) is a lower triangular matrix. A linear system \(Ax = b\), becomes easier to solve when substituting

\[
L(L^T x) = b \Rightarrow Lz = b, \ L^T x = z, \tag{2.35}
\]

because inverting a system with a lower or upper triangular matrix requires merely back-substitution. In back-substitution, the rows can be solved in an incremental order.

Thus the only problem is how to factorize \(A = LL^T\). \(A\) can be represented in a block matrix form

\[
A = LL^T = \begin{pmatrix} l_{11} & 0 \\ l_{21} & L_{22} \end{pmatrix} \begin{pmatrix} l_{11} & L_{12}^T \\ 0 & L_{22} \end{pmatrix} = \begin{pmatrix} l_{11}^2 & l_{11} l_{21} \\ l_{11} l_{21} & L_{21} L_{21}^T + L_{22} L_{22}^T \end{pmatrix}, \tag{2.36}
\]

and thus \(l_{11} = \sqrt{a_{11}}\) and \(L_{21} = \frac{1}{l_{11}} A_{21}\) trivially, where \(a_{11}\) is the upper-left element in matrix \(A\) and \(A_{21}\) is the lower left sub-matrix.

\(L_{22}\) must be computed from

\[
A_{22} - L_{21} L_{21}^T = L_{22} L_{22}^T. \tag{2.37}
\]

The problem is identical to original factorization problem but the matrix size is \((n - 1) \times (n - 1)\). Thus full factorization can be found recursively.

2.4 3D point refinement using multiple views

When a 3D point \(P\) has been triangulated using two views, but more 2D observations are available, it is possible to refine the point to be in consensus with all measurements. The cost function measures total re-projection error by

\[
e(P) = \sum_{k=0}^n \rho \left( \|K_k D_k (N(R_k P + t_k), a_k) - p_k \|^2 \right) = e^T W e. \tag{2.38}
\]

The residual elements are

\[
e_k = \|K_k D_k (N(R_k P + t_k), a_k) - p_k \|^2 = d^T d, \tag{2.39}
\]
and the Jacobian elements are

\[ J_{kj} = \frac{\partial e_k}{\partial P_j} = 2d_k^T \frac{\partial d_k}{\partial P_j} = 2d_k^T \Pi_k \frac{\partial D_k(p, \alpha)}{\partial P} \frac{\partial N(P)}{\partial P} \tilde{T}_k \partial P_j. \]  

(2.40)

Figure 2.6: 3D point refinement using multiple views. \( X_k \) are 3D point estimates at iteration \( k \). In every iteration, the measurements which are near the projection points are used in the update.

The cost function is the same that is used in bundle adjustment [79], but here the viewing parameters remain fixed. 3D point estimation can be done by minimizing the re-projection error in all views concurrently but also sequentially by applying measurement updates to the Extended Kalman Filter (EKF), which is initialized at \( P \) (Figure 2.6). EKF will be discussed in more detail in Section 2.6.3.

2.5 Geometrical pose estimation methods

When points can be matched between the reference view and the current view, the relative pose can be estimated by minimizing a geometrical cost function. 2D or 3D Euclidean distances can be used as the error metric, depending on the dimensionality of the points in both views. Cost formulations exist for 2D-to-2D, 3D-to-3D or 3D-to-2D cases, which are discussed in this section.

2.5.1 Generating small motion

It is often sufficient to parameterize only small motion, assuming that an initial guess exists. Especially when focusing on small angles, many sources of ambiguity can be avoided. According to the Euler theorem, each rotation sequence can be compactly expressed by rotation around a single axis. However, rotations can be expressed us-
Parameterized rotations are problematic for estimation because 1) they are non-linear mappings and 2) they are not unique. Besides natural ambiguities \( (\alpha \sim \alpha \pm 2\pi) \), some rotation parameterizations suffer from additional implicit ambiguities. For example, Euler angle parameterization allows parameterizing the same orientation in many ways. Quaternions contain an implicit vector normalization, which generates ambiguity for estimation, because axis-length can be arbitrary. Also other peculiarities exist such as the gimbal lock, where certain Euler rotation sequences lose degrees of freedom and numerical stability/accuracy can vary in the parameter space. Thus careful design is required when minimizing cost functions with rotation parameters.

Euler parameterization is given by

\[
T(\alpha, \beta, \gamma, t_x, t_y, t_z) = \begin{pmatrix} R(\alpha, \beta, \gamma) & t \\ 0 & 1 \end{pmatrix} \in SE(3), \quad (2.41)
\]

where \( R(\alpha, \beta, \gamma) = R_\gamma R_\beta R_\alpha \), where \( \alpha, \beta, \) and \( \gamma \) are the rotations around \( x-, y-, \) and \( z- \) axes, and \( t = (t_x, t_y, t_z) \) is the translation vector.

The explicit matrix components are

\[
R_\alpha = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha & \cos \alpha \end{pmatrix}, \quad R_\beta = \begin{pmatrix} \cos \beta & 0 & \sin \beta \\ 0 & 1 & 0 \\ -\sin \beta & 0 & \cos \beta \end{pmatrix}, \quad (2.42)
\]

\[
R_\gamma = \begin{pmatrix} \cos \gamma & -\sin \gamma & 0 \\ \sin \gamma & \cos \gamma & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (2.43)
\]

and the product becomes

\[
R = \begin{pmatrix} \cos \beta \cos \gamma - \cos \alpha \sin \gamma + \sin \alpha \sin \beta \cos \gamma & \sin \alpha \sin \gamma + \cos \alpha \sin \beta \cos \gamma \\ \cos \beta \sin \gamma & \cos \alpha \cos \gamma + \sin \alpha \sin \beta \cos \gamma & -\sin \alpha \cos \gamma + \cos \alpha \sin \beta \cos \gamma \\ -\sin \beta & \sin \alpha \cos \beta & \cos \alpha \cos \beta \end{pmatrix} \quad (2.44)
\]

A common linearization strategy with small angles is to replace the non-linear components by

\[
R'_\alpha = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & -\alpha \\ 0 & \alpha & 1 \end{pmatrix}, \quad R'_\beta = \begin{pmatrix} 1 & 0 & \beta \\ 0 & 1 & 0 \\ -\beta & 0 & 1 \end{pmatrix}, \quad R'_\gamma = \begin{pmatrix} 1 & -\gamma & 0 \\ \gamma & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad (2.45)
\]

and the product becomes

\[
R'(\alpha, \beta, \gamma) = \begin{pmatrix} 1 & \alpha \beta - \gamma & \beta + \alpha \gamma \\ \gamma & \alpha \beta \gamma + 1 & \beta \gamma - \alpha \\ -\beta & \alpha & 1 \end{pmatrix} \approx \begin{pmatrix} 1 & -\gamma & \beta \\ \gamma & 1 & -\alpha \\ -\beta & \alpha & 1 \end{pmatrix} \quad (2.46)
\]

The final form follows from applying the small angle approximations \( \sin \theta = \theta, \cos \theta = 1 \), and neglecting the higher than linear terms \( \alpha \beta, \alpha \beta \gamma, \alpha \gamma, \beta \gamma \ll 0 \). The linearized
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form can be used in small angle estimation, but it is not elegant, because the $R'(\alpha, \beta, \gamma) \notin SO(3)$. This means that the column vectors in $R'(\alpha, \beta, \gamma)$ must be normalized to obtain a valid rotation matrix.

An alternative representation $T(\omega, \upsilon) \in SE(3)$ forms a Lie group by exponential mapping [40]:

$$T(\omega, \upsilon) = e^{A(\omega, \upsilon)} = \begin{pmatrix} R & t \\ 0 & 1 \end{pmatrix}, \quad A(\omega, \upsilon) = \begin{bmatrix} [\omega] \times & \upsilon \\ 0 & 0 \end{bmatrix}, \quad (2.47)$$

where $(\omega, \upsilon) \in \mathbb{R}^6$ encodes relative 3D rotation and translation between two camera poses. $\omega$ is the rotation axis and $\|\omega\|$ is the rotation angle in radians, and $\upsilon$ is the velocity twist.

$$[\omega] \times = \begin{bmatrix} 0 & -\omega_3 & \omega_2 \\ \omega_3 & 0 & -\omega_1 \\ -\omega_2 & \omega_1 & 0 \end{bmatrix} \quad (2.48)$$

produces a skew-symmetric matrix which performs a cross product.

The matrix exponential produces a $3 \times 3$ rotation matrix $R$ and a $3 \times 1$ translation vector $t$ embedded in a $4 \times 4$ matrix. This form suits estimation well, because linearization can be implemented without additional approximations. When estimating small motion using an iterative method, previous increments can be concatenated into a fixed base transform $\hat{T}$, because the transformations form a group $SE(3)$. The next increment is then parameterized by $\hat{T}(x)$. Linearization of the iteration is only required at $x = 0$, and the Jacobian becomes

$$J = \hat{T} \frac{\partial T(0)}{\partial x} = \hat{T} \frac{\partial e^{A(0)}}{\partial A(0)} \frac{\partial A(0)}{\partial x} = \hat{T} \frac{\partial A(0)}{\partial x}. \quad (2.49)$$

Now $\frac{\partial A}{\partial \omega_k}$ are constant matrices for each degree of freedom $k = 1 \ldots 6$ independently to parameterization $(\omega, \upsilon)$.

$$\frac{\partial A}{\partial \omega_1} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \frac{\partial A}{\partial \omega_2} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \frac{\partial A}{\partial \omega_3} = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\frac{\partial A}{\partial \upsilon_1} = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \frac{\partial A}{\partial \upsilon_2} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \frac{\partial A}{\partial \upsilon_3} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

When adding a motion increment to the base transform $\hat{T}$, normalizations are not, in theory, required since $\hat{T}(\hat{\omega}, \hat{\upsilon}) \in SE(3)$ applies without special normalization tricks\(^1\).

\(^1\)In practise, all real valued matrix operations on a computer introduce numerical errors which can be reduced by matrix normalization.
A closed form solution exist for evaluating the matrix exponential

\[ e^{\mathbf{A}(\omega, v)} = \begin{cases} \mathbf{R}(\omega) \begin{pmatrix} 1 - \mathbf{R}(\omega) \omega \cdot v + \omega \omega^T v \\ \omega \end{pmatrix} & \text{if } \omega \neq 0 \\ \begin{pmatrix} 1 & v \\ 0 & 1 \end{pmatrix} & \text{if } \omega = 0 \end{cases} \tag{2.50} \]

where

\[ \mathbf{R}(\omega) = 1 + \frac{\omega}{\|\omega\|} \sin(\|\omega\|) + \frac{\|\omega\|^2}{2 \|\omega\|^2} (1 - \cos(\|\omega\|)) \tag{2.52} \]

is the Rodriguez formula.

Unfortunately, there is an important degenerate case at \( \omega = 0 \), which is the important small angle case. This is why the closed form solution is often replaced by the numerical Padé approximant. Calculating the matrix exponential using Padé Approximation is defined by

\[ e^{\mathbf{A}(\omega, v)} \approx \left[ D_{pq}(\mathbf{A}) \right]^{-1} N_{pq}(\mathbf{A}), \tag{2.53} \]

where

\[ N_{pq}(\mathbf{A}) = \sum_{j=0}^{p} \frac{(p + q - j)!p!}{(p + q)!((q - j))!} \mathbf{A}^j, \quad \text{and} \quad D_{pq}(\mathbf{A}) = \sum_{j=0}^{q} \frac{(p + q - j)!q!}{(p + q)!((q - j))!} (-\mathbf{A}^j). \tag{2.54} \]

Notice the similarity with the Taylor series. If \( q = 0 \) then Eq. 2.53 would be a Taylor series. The Padé algorithm has some advantages over the Taylor series. In particular, Padé can obtain the same accuracy as Taylor in significantly less time. A drawback of Padé is that the algorithm performs poorly as \( \|\mathbf{A}\| \) increases. From Higham [24] it was seen that the Padé approximation is more efficient when \( p = q \). Like the Taylor series there is the question of where to terminate the series, and what are the appropriate values of \( p \). Most articles say that 8 or 6 terms will give the best approximation, however Higham suggests that 13 terms gives the best approximation [24].

The main problem with the Padé approximation is that the accuracy decreases and computational requirements increases as \( \|\mathbf{A}\| \) increases. To overcome this problem, the following identity

\[ e^\mathbf{A} = (e^{\mathbf{A}/n})^n \tag{2.55} \]

is used. This technique is called scaling-and-squaring and it works by solving \( e^{\mathbf{A}/n} \) using Padé and squaring the result to the power \( n \). Typically, \( n \) is chosen to be the smallest power of two such that \( \|\mathbf{A}/n\| < 1 \).

**2.5.2 Matrix normalization**

By definition, a transformation matrix belongs to \( SE^3 \) algebraic group, where \( 3 \times 3 \) submatrix must be \( SO^3 \) rotation matrix \( \mathbf{R} \). 3D rotation matrices are orthonormal, which means that the column and row vectors have unit length and \( \mathbf{u}_1 \times \mathbf{u}_2 = \mathbf{u}_3, \mathbf{u}_2 \times \mathbf{u}_3 = \mathbf{u}_1, \) and \( \mathbf{u}_3 \times \mathbf{u}_1 = \mathbf{u}_2 \). When small motion is generated, small amount of numerical error will be introduced to \( 4 \times 4 \) matrix \( \mathbf{T} \). Numerical errors cumulate in time especially...
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Algorithm 2.5 Gram-schmidt orthogonalization procedure

Input: \( 3 \times 3 \) matrix \( R \).
Output: Orthonormal \( 3 \times 3 \) matrix \( R' \).

1: Extract column vectors from \( R \) ⇒ \( (u_1, u_2, u_3) \)
2: for all iterations \( k \in [1, 3] \) do
3: \( u_k \leftarrow \frac{u_k}{\|u_k\|} \)
4: for all iterations \( j \in [k+1, 3] \) do
5: \( u_j \leftarrow u_j - \text{proj}_{u_k}(u_j) \)
6: end for
7: end for
8: Store column vectors back into \( R \)

Algorithm 2.6 Optimized orthogonalization procedure

Input: \( 3 \times 3 \) matrix \( R \).
Output: Orthonormal \( 3 \times 3 \) matrix \( R' \).

1: Extract column vectors from \( R \) ⇒ \( (u_1, u_2, u_3) \)
2: \( u_3 \leftarrow \frac{u_3}{\|u_3\|} \)
3: \( u_2 \leftarrow u_3 \times u_1, u_2 \leftarrow \frac{u_2}{\|u_2\|} \)
4: \( u_1 \leftarrow u_2 \times u_3 \)
5: Store column vectors back into \( R \)

when extending a keyframe map. This is because additional real valued matrix operations are required to estimate the relative transformation to the nearest keyframe. When numerical bias cumulates in time, \( T \notin \text{SE}_3 \), due to arbitrary scaling. Scaling increases exponentially and results in a non-recoverable tracking state.

To prevent numerical errors to cumulate, matrix normalization is required. Gram-schmidt procedure is well known method to guarantee an orthonormal base. The algorithm works by removing previously introduced directions from the remaining directions (see Algorithm 2.5). Despite that the algorithm looks simple, it contains more operations than is required. Because orthogonalization is convenient after every iteration, even small performance improvements are valuable. Algorithm 2.6 sketches computationally efficient orthogonalization. In effect, orthogonalization procedure removes scaling anomalies from \( \text{SO}_3 \) matrices.

2.5.3 3D-to-2D

When the baseline between two views can be assumed to be small, and a sufficient number of reliable feature points can be extracted from the images, it is possible to use a local minimization strategy for finding the relative pose between the views.

Let a set of 3D points \( P_k \in P \) exists in a reference view with associated image descriptors \( f_k \in \text{R}^n \), whose length is \( n \). \( p_j \in \text{R}^2 \) are extracted from the current image and the associated image descriptors \( f_j \) are stored. Now \( m \) 2D-3D point pairs \( (p_j, P_k) \) are generated by finding the most similar \( f_j \) for each \( f_k \). Note that this may produce false matches which have to be eliminated by an outlier rejection mechanism (2.3.3,2.3.4).
The pose parameters \((R, t)\) are estimated by minimizing the following cost function
\[
e(R, t) = \sum_{k=1}^{m} \rho \left( \| KD(N(RP_k + t), a) - p_k \|^2 \right) = e^T We, \tag{2.56}
\]
where \(m\) is the amount of matching points, and \(\rho(x) : \mathbb{R} \Rightarrow \mathbb{R}\) neglects statistical outliers by damping them to zero (Sec. 2.3.4).

The residual elements are
\[
e_k = \| KD(N(RP_k + t), a) - p_k \|^2 = d_k^T d_k, \tag{2.57}
\]
and the Jacobian elements become
\[
J_{kj} = \frac{\partial e_k}{\partial x_j} = 2d_k^T \frac{\partial d_k}{\partial x_j} = 2d_k^T I K \frac{\partial D(p, a)}{\partial p} \frac{\partial N(P)}{\partial p} \frac{\partial A(0)}{\partial x_j} P_k. \tag{2.58}
\]

With a decent initial guess and sufficient number of points, Gauss-Newton method produces accurate estimates (Sec. 2.3.2).

### 2.5.4 3D-to-3D

The traditional method for surface registration is the Iterative Closest Point algorithm (ICP) which alternates between finding temporary point correspondences and updating motion parameters until the system converges [38]. The algorithm estimates pose parameters by minimizing a point-to-plane distance in 3D. The computational efficiency depends on the amount of points to be matched. A naive ICP implementation which does not utilize parallel computation does not scale well when the number of points increases. ICP can be made more noise tolerant when combining it with M-estimation or RANSAC. ICP accuracy can improve when it is initialized by matching a set of 3D points by an effective 2D descriptor such as SIFT [39]. There are various way of finding temporary point correspondences during ICP iteration [59, 61] A common performance improvement is to use kd-tree for nearest neighbor searches, when aiming at real-time applications. A more efficient matching, however, uses projective association, in a case where the baseline is small [53].

The reference point cloud \(P^*\) must be associated with normals \(N^* = (n_1^*, \ldots, n_m^*)\). The point normals allow measuring a point set distance only in normal direction. This way tangential displacements are free in the cost function and surface alignment becomes more efficient. This cost metric is called \textit{point-to-plane distance}, despite that plane is not defined outside a single point. Assuming 3D points are reconstructed from a depth map, the normals are trivially estimated by
\[
n(u, v) = \left( P(u + 1, v) - P(u, v) \right) \times \left( P(u, v + 1) - P(u, v) \right). \tag{2.59}
\]

Unit normals are generated by \(n(u, v) \Leftarrow n(u, v)/\|n(u, v)\|\).

The pose parameters \((R, t)\) are estimated by minimizing the following cost function
\[
e(R, t) = \sum_{k=1}^{m} \rho \left( \| RP_k + t - Q_k \cdot n_k \|^2 \right) = e^T We, \tag{2.60}
\]
where \( m \) is the amount of matching points, and \( \rho(x) : \mathbb{R} \rightarrow \mathbb{R} \) neglects statistically large displacements by damping them to zero, and \( \mathbf{n}_k = (n_x, n_y, n_z)^T \) are the point normals.

The point associations \( \mathbf{P}_k \leftrightarrow \mathbf{Q}_k \) are generated automatically for each iteration of the minimization. The nearest \( \mathbf{Q}_k \) are updated using Euclidean or projective distance. In projective association, the source points are projected onto the destination mesh from the point of view of the destination mesh’s range camera. Kd-trees have been used to speed-up nearest neighbor searches to \( O(\log N) \) time, but projective association can be done even more efficiently in constant time [61].

Point-to-plane distance does not vary when sliding along the reference surface. This means that surface registration can often have larger convergence domain than a one using point-to-point based Euclidean distance. However, in mostly planar scenes, the motion will not be fully constrained by the cost function. To reduce the problem, the points \( \mathbf{P}_k \) can be selected in such a way that their normals \( \mathbf{n}_k \) have as uniform distribution as possible to all directions [61].

To minimize (2.60), it is useful to use the small angle approximation (eq. 2.46), and re-organize the residual elements into

\[
e_k = (\mathbf{P}_k - \mathbf{Q}_k) \cdot \mathbf{n}_k + \mathbf{r} \cdot \mathbf{c}_k + \mathbf{t} \cdot \mathbf{n}_k, \tag{2.61}
\]

where \( \mathbf{c}_k = \mathbf{P}_k \times \mathbf{n}_k \) and \( \mathbf{r} = (\alpha, \beta, \gamma) \).

The Jacobian will be simply

\[
J = \begin{bmatrix}
    c_0(0) & c_0(1) & c_0(2) & n_0(0) & n_0(1) & n_0(2) \\
    : & : & : & : & : & : \\
    c_m(0) & c_m(1) & c_m(2) & n_m(0) & n_m(1) & n_m(2)
\end{bmatrix}. \tag{2.62}
\]

### 2.5.5 Statistical matching

Besides using raw measurements for pose estimation, various other approaches exist which rely on matching abstract primitives derived from the raw measurements. For example, statistical matching of point clouds can be justified in case raw measurements contain noise. It is possible to construct a mixture of Gaussians model from a raw point cloud and use it directly to align a relative pose [72]. Assuming Gaussians \( \mathcal{N}_k(\mu, \Sigma) \) in the reference coordinate system are associated with \( \mathcal{N}_k(\mu_T, \Sigma_T) \) in the current coordinate system, the following likelihood function can be formulated

\[
p(x) = \prod_k \frac{1}{(2\pi)^3 \| \Sigma_k \|^2} \exp \left( -d_k^T(x) \Sigma_k^{-1}(x) d_k(x) \right), \tag{2.63}
\]

where

\[
d_k(x) = \mu_k - T(x) \mu_T \tag{2.64}
\]

\[
\Sigma_k(x) = \Sigma_k + R(x) \Sigma_T R(x)^T, \tag{2.65}
\]

where \( R(x) \) is \( 3 \times 3 \) rotation matrix embedded in \( 4 \times 4 \) rigid transformation matrix \( T(x) \). The likelihood measures similarity between paired Gaussians. \( d_k \) are the 3D differences.
between the means in the current coordinates system, and $\Sigma_k$ are covariances which are summed together from the current and projected reference covariances.

Instead of maximizing likelihood, it is possible to minimize the negative logarithm

$$
e(x) = -\sum_k -3 \ln(2\pi) - \frac{1}{2} \ln |\Sigma_k| - d^T_k(x)\Sigma^{-1}_k(x)d_k(x)$$

(2.66)

$$
\sim \sum_k \frac{1}{2} \ln |\Sigma_k(x)| + d^T_k(x)\Sigma^{-1}_k(x)d_k(x),

(2.67)
$$

where $|\Sigma|$ is the determinant of the covariance.

The benefit of this approach is that it is more invariant to measurement noise, but the challenge is to construct and temporally match a mixture of Gaussians which does not regularize the original data too much.

### 2.6 Bundle adjustment for simultaneous estimation

In [bundle adjustment](#), multiple camera poses and a 3D point set are concurrently optimized [8, 37, 79]. Bundle adjustment provides the best accuracy possible and should be used whenever a decent initial guess and measurement association can be provided. The name refers to the *bundles* of light rays originating from each 3D point and converging on each camera centre, which are adjusted optimally with respect to both structure and viewing parameters. The problem is formulated by a cost function which measures 2D re-projection error of the current pose and the structure configuration. The minimization requires an initial guess, which is iteratively improved until the cost decreases below a threshold. The relative pose between two views are often inferred from the *essential matrix*, which can be estimated from 2D point correspondences. The structure can be initialized using direct depth measurements or by triangulation from 2D projection points. The pose estimation process suffers from some drawbacks. Feature point extraction and matching is an error-prone process and requires an outlier rejection mechanism such as RANSAC. Extraction of high quality features such as SIFT can be expensive for real-time systems and still mismatches can not be fully prevented. For example, repetitive patterns and homogeneous textureless regions easily produce mismatches.

The minimization often relies on Levenberg-Marquardt, because the mapping from the parameters into 2D observations is non-linear. The cost function is

$$
e(a, b) = \sum_{i=1}^{m} \sum_{j=1}^{n} \rho \left( \| K_j D_j (N(R_j P_i + t_j), a_j) - p_{ij} \|^2 \right) = e^T W e,$$

(2.68)

where $a = (R_1, \ldots, R_n, t_1, \ldots, t_n, K_1, \ldots, K_n, a_1, \ldots, a_n)^T$ contain the extrinsic, and intrinsic parameters of $n$ cameras, $b = (P_1, \ldots, P_m)^T$ is a vector of $m$ 3D points which are associated with the measured projections $p_{ij}$, and $\rho$ is the robust weighting function.

Concurrent minimization of all free parameters is the key to coherent 3D reconstructions and SLAM. Despite being theoretically sound method, many practical problems arise when applying it to computer vision problems. One major problem is 2D feature
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extraction and matching between 2D views. General unrestricted images simply do not contain enough information to guarantee correct matches. As an example, repetitive patterns and textureless images are impossible to match automatically without additional information. Another problem is the large number of free parameters involved. 

$n$ camera view introduces $6n$ extrinsic parameters, $3n$ intrinsic parameters (square pixels without skew), $5n$ distortion parameters, and $m$ points introduces $3m$ structure parameters. Often the intrinsic parameters and lens distortions can be estimated for each camera view prior to bundle adjustment which reduces the number of free parameters from $14n + 3m$ to $6n + 3m$. The cost function minimization requires careful design to enable as many views and points as possible. Traditional sba library \[37\] and recently introduced g2o library \[36\] implement various techniques to reduce computational requirements. These libraries can provide convergent estimates automatically, when close enough initial guess has been provided. Initialization is finally the most critical phase, which can be extremely expensive using exhaustive trial-and-error approach. Thus manual or semi-automatic tools are considerable option to obtain correct initialization in a limited time frame.

2.6.1 Sparse structure

Taking into account sparse structure of bundle adjustment problem, a significant performance optimization is possible \[37\]. Let $A_{ij}$ be a $1 \times 6$ matrix which encodes linear relationship from camera parameters $j$ to the projection distance of $P_i$ in view $j$ (eq. 2.58). Also let $B_{ij}$ be $1 \times 3$ matrix which encodes linear relationship from point $P_i$ to projection distance in view $j$ (eq. 2.40).

The full Jacobian for $n = 3$ views and $m = 4$ points becomes

\[
J_{kj} = \frac{\partial e_k}{\partial x_j} = \begin{pmatrix}
A_{11} & 0 & 0 & B_{11} & 0 & 0 & 0 \\
0 & A_{12} & 0 & B_{12} & 0 & 0 & 0 \\
0 & 0 & A_{13} & B_{13} & 0 & 0 & 0 \\
A_{21} & 0 & 0 & 0 & B_{21} & 0 & 0 \\
0 & A_{22} & 0 & 0 & B_{22} & 0 & 0 \\
0 & 0 & A_{23} & 0 & B_{23} & 0 & 0 \\
A_{31} & 0 & 0 & 0 & 0 & B_{31} & 0 \\
0 & A_{32} & 0 & 0 & 0 & B_{32} & 0 \\
0 & 0 & A_{33} & 0 & 0 & B_{33} & 0 \\
A_{41} & 0 & 0 & 0 & 0 & 0 & B_{41} \\
0 & A_{42} & 0 & 0 & 0 & 0 & B_{42} \\
0 & 0 & A_{43} & 0 & 0 & 0 & B_{43}
\end{pmatrix}, \quad (2.69)
\]

Sparse Jacobian implies sparse normal equations

\[
J^T W J = \begin{pmatrix}
U_1 & 0 & 0 & Q_{11} & Q_{21} & Q_{31} & Q_{41} \\
0 & U_2 & 0 & Q_{12} & Q_{22} & Q_{32} & Q_{42} \\
0 & 0 & U_3 & Q_{13} & Q_{23} & Q_{33} & Q_{43} \\
Q_{11}^T & Q_{12}^T & Q_{13}^T & V_1 & 0 & 0 & 0 \\
Q_{21}^T & Q_{22}^T & Q_{23}^T & 0 & V_2 & 0 & 0 \\
Q_{31}^T & Q_{32}^T & Q_{33}^T & 0 & 0 & V_3 & 0 \\
Q_{41}^T & Q_{42}^T & Q_{43}^T & 0 & 0 & 0 & V_4
\end{pmatrix} = \begin{pmatrix}
U & Q \\
Q^T & V
\end{pmatrix}, \quad (2.70)
\]
where \( U_k = \sum_{i=1}^{4} A_{ij}^T W_{ij} A_{ij}, \) \( V_k = \sum_{j=1}^{3} B_{ij}^T W_{ij} B_{ij}, \) \( Q_{ij} = A_{ij}^T W_{ij} B_{ij}, \) and \( W_{ij} \) is the weight for measurement \( p_i \) in view \( j. \)

Finally, the normal equation becomes
\[
(U Q \cdot Q^T V)^{-1} \begin{pmatrix} \delta_a \\ \delta_b \end{pmatrix} = \begin{pmatrix} r_a \\ r_b \end{pmatrix}, \quad (2.71)
\]
where the camera parameters are denoted \( \delta_a, \) the structural parameters are \( \delta_b, \) and \( r = (r_a, r_b)^T = J^T e. \)

### 2.6.2 Marginalization

A key technique for efficient bundle adjustment is marginalization of the cost function. In practise, the error function 2.68 is more sensitive to camera parameters than point parameters. This information can be used by solving the system in two phases: first \( \delta_a, \) and then \( \delta_b. \) Left multiplication of eq. 2.71 by the block matrix
\[
\begin{pmatrix}
I & -QV^{-1} \\
0 & I
\end{pmatrix}, \quad (2.72)
\]
results in
\[
(U - QV^{-1}Q^T \cdot 0 \cdot V)^{-1} \begin{pmatrix} \delta_a \\ \delta_b \end{pmatrix} = \begin{pmatrix} r_a - QV^{-1}r_b \end{pmatrix}, \quad (2.73)
\]
Now estimation of \( \delta_a \) is possible without \( \delta_b \) by
\[
(U - QV^{-1}Q^T) \delta_a = r_a - QV^{-1}r_b \quad (2.74)
\]
followed by the estimation of \( \delta_b \)
\[
V \delta_b = r_b - Q^T \delta_a. \quad (2.75)
\]
These equations are also known as Schur complements.

### 2.6.3 Extended Kalman Filter

The bundle adjustment problem can also be formulated as a stochastic process using the Extended Kalman Filter [87]. The non-linear cost function is first linearized and Jacobian \( J \) is obtained which maps a parameter increment into linear displacement in the measurement space. The EKF estimates parameters by an alternating sequence of linear predictions and corrections. For every discrete time step, a motion model is used to predict the current parameters \( x_k' \), which are then refined into \( x_k \) using the current measurement \( z_k. \) \( A \) is the matrix which linearizes continuous motion model, but it can also be set to identity which means that initial guess is directly the previous estimate. The main difference to bundle adjustment is that the EKF is an incremental method which aims at estimating only the most recent state (current camera pose along with the 3D points). The problem could be solved by marginalizing the previous pose parameters.
### 2.7 Feature-based simultaneous localization and mapping

When explicit an 3D model is not specified, camera pose tracking essentially becomes Simultaneous Localization And Mapping (SLAM) where both structure and motion are estimated concurrently. Several sparse, feature-based systems have been presented, which extract feature points from images, match them temporally and after tracking them during multiple frames, can generate a sparse set of 3D points. The sparse point cloud is used as a model with which 2D point locations can be predicted in the new images. Camera pose and 3D points can then be simultaneously estimated by minimizing the prediction error between the model points and 2D point measurements. As tool bundle adjustment and EKF have been proven useful. Davison’s MonoSLAM is the first real-time system to execute visual SLAM [15]. It is based on Extended Kalman Filter. After MonoSLAM, various other systems have been built, such as Royer’s system [60].
FrameSLAM [34] and PTAM [33], which do not use EKF but are based on bundle adjustment.

2.7.1 Feature points as measurements

Features can be extracted by various feature detectors such as SIFT [39] and SURF [4]. Features have 2D image coordinates and a descriptor which describes the local appearance of a point. The descriptors are often scale- and rotation invariant, because the features have to be matched in different views. Feature points simplify image data and allow defining smooth distance based cost functions. The downside, however, is that compression loses information and feature point matching often fails which may cost in the robustness and accuracy of the estimation. Although a relative camera pose can be estimated from a sufficient amount of 2D feature matches [26, 37], the problem can be simplified by introducing depth measurements. A RGB-D sensor such as a stereo camera or the Microsoft Kinect sensor can provide depth measurements densely over the full image. There are also methods for estimating depths by using a sequence of monocular images [15]. The depth values can be used to measure camera pose error in terms of 2D re-projection error or 3D point distance. In controlled environments, feature points can be efficiently extracted by using markers. Markers may even carry identification information such as color or a blinking pattern. The downside of markers is the manual effort in setting up the system.

2.7.2 Loop-closure

Typically the estimation process suffers from time evolving drift, which is often corrected by a loop closure mechanism. In a loop closure, the current viewpoint is identified using a previously stored map. The cumulated pose error can then be divided evenly along the loop for removing the drift. Loop closure is illustrated in Figure 2.8. Loop closure mechanisms are problematic in real-time AR applications unless they remove drift nearly in every frame, because bigger corrections are often visually disturbing. No loop closure can also be visibly disturbing due to drift and false geometry. Royer divides the SLAM problem into separate learning phase and online phase which utilizes the pre-recorded visual learning path to guide a robot [60].

2.7.3 PTAM

PTAM is a monocular system which estimates camera pose in an unknown scene [33]. It is specifically designed to track a hand-held camera in a small AR workspace. In PTAM tracking and mapping are split into two separate tasks, processed in parallel threads on a dual-core computer: one thread deals with the task of robustly tracking erratic hand-held motion, while the other produces a 3D map of point features from previously observed video frames. This allows the use of computationally expensive bundle adjustment (sec.2.6) which is not usually associated with real-time operation: The result is a system that produces detailed maps with hundreds of landmarks which can be tracked at 30Hz frame-rate, at best with an accuracy and robustness competing with state-of-the-art model-based systems. PTAM system is able to do loop closure via bundle adjustment for each frame, but suffers from error-prone feature extraction and
matching process. It is noticeable that the sparse 3D points must be initialized by a special procedure which imitates a stereo camera using a horizontally moved monocular camera. This has proven to be more practical than executing EKF with initially unknown depth parameters.

2.7.4 FrameSLAM

FrameSLAM initializes 3D points using stereo triangulation method and uses bundle adjustment (sec.2.6) for estimating camera poses and 3D points in multiple frames simultaneously [34]. The pose configuration is estimated within a sliding window of \( n \) recent frames, because the same scene geometry may be visible only for short time when the camera is moving. Despite that bundle adjustment is used to estimation, only a relative frame pose information (a skeleton) is stored. The skeleton is a reduced nonlinear system that is a faithful approximation of the larger system, and is used to solve large loop closures quickly, as well as forming a backbone for data association and local registration. Konolige illustrates the working of the system with large outdoor datasets (10 km), showing largescale loop closure and precise localization in real-time.

![Figure 2.8: Loop closure when re-entering same viewpoints. Loop-closure detection effectively removes drift cumulated during the loop. Dashed trajectory is contaminated by the errors cumulated during the loop.](image)

2.8 Dense tracking and mapping

When the Kinect sensor was released, several emerging systems have been presented for camera tracking and environment mapping, which take advantage of dense and accurate depth maps. Henry et al. describe an approach for indoor mapping, where
traditional feature-point based RANSAC pose estimate is refined using ICP and the final 3D maps are bundle adjusted [22]. A recent KinectFusion system does effort to avoid bundle adjustment completely [53]. It integrates dense depth maps into a voxel grid and rasterizes smooth reference depth maps using a ray caster, which are used with ICP method for camera tracking. Due to KinectFusion’s memory-scalability problem, Kintinuous system has been introduced for mapping larger indoor environments [89]. It simply uses moving reconstruction volume and replaces the past geometry with a triangulated surface. The problem is that triangulated surfaces can not be easily used for loop-closure because triangulated surfaces have degraded texturing and geometry.

2.8.1 Microsoft Kinect

A RGB-D sensor such as the Microsoft Kinect sensor is well-suited for camera pose estimation because it produces a real-time feed of RGB-D measurements. The sensor consists of IR projector, IR sensor and a RGB camera. Internal hardware is used to generate a disparity map by matching IR light pattern and projected IR image. The RGB images are in 640 $\times$ 480 resolution at 30 Hz, but due to Bayer filtering they are redundant. The depth maps are also stored in 640 $\times$ 480 resolution. The sensor depth range is $\approx 1 - 5m$, and the accuracy decreases in distance [12].

Since the Microsoft Kinect sensor can be set into a special mode where the raw IR images can be stored, it is possible to use standard stereo calibration procedure for obtaining the calibration parameters for the IR and the RGB view [6] (Fig. 2.10). IR view and the depth view are trivially associated with image offset $(-4, -3)$.

A single camera calibration is used to initialize IR and RGB camera parameters. Then calibration is followed by a stereo procedure which re-estimates the Caltech parameters $K_{IR}$, $K_{RGB}$, $k_{cRGB}$, and $T_b$. The IR lens distortion parameters ($k_{cIR}$) are forced to zero, because data has already been used to generate the raw disparity map. This means that
the IR lens distortion is compensated by tweaking the enumerated Caltech parameters. The RGB camera lens distortion parameters \( k_{c_{\text{RGB}}} \) are estimated without any special concerns. In practice, the distortion seems to be minor and the first two radial coefficients are sufficient. In our calibration \( k_{c_{\text{RGB}}} \approx (0.2370, -0.4508, 0, 0, 0) \), and the stereo baseline is \( b \approx 25mm \). \( T_b \) stores the baseline transform as \( 4 \times 4 \) matrix. The conversion from raw disparities into depth values can be done by \( z = \frac{8pf}{B - d} \), where \( p \) is the baseline between the projector and the IR camera, \( B \) is a device specific constant and \( f \) is IR camera focal length in pixel units. \( p \) and \( B \) are estimated by solving the linear equation \( [-1 \ Z] [A \ B] = D \), where \( A = 8pf \), \( Z \) is \( n \times 1 \) matrix of reference depth values \( z_k \) from the chessboard pattern, and \( D \) is a \( n \times 1 \) matrix whose elements are \( d_k z_k \). Typical values are \( p \approx 75mm \) and \( B \approx 1090 \). Note, that this reconstruction method is merely an approximation which precludes measurements at long ranges [12].

\[ u(d, a_0, a_1, \beta) = d + \beta(u, v) \exp(a_0 - a_1d), \quad (2.76) \]

and converted into depth values by

\[ z(d) = \frac{1}{c_0 + c_1u(d)}. \quad (2.77) \]

The disparity undistortion model corrects bias which increases with distance [12], and also models per pixel distortions using a map \( \beta(u, v) \). The RGB image lens distortion is modeled using the standard Caltech parameters \( a_{\text{RGB}} \in \mathbb{R}^5 \), which models radial
distortions using three coefficients and tangential distortions using two coefficients [6]. Typically only the first two radial components are necessary, and the rest can be fixed to zero to speed up computation. The toolbox allows fixing distortion parameters prior to calibration.

Figure 2.11: a) RGB b) planar board in disparity image c) disparity distortion pattern $\beta$ [23]

DEPTH NOISE REMOVAL BY BILATERAL FILTERING

Unfortunately, the captured disparity maps can be contaminated by noise. An amount of noise can be reduced by filtering the maps prior to use. Bilateral filter smooths surfaces without mixing data from different depth layers [77]. A bilateral filter is defined by

$$D_b(p) = \frac{1}{n} \sum_{q \in \Omega} D(q) \ast f(||q - p||, \sigma_f) \ast g(||D(q) - D(p)||, \sigma_g),$$

where $D(p)$ is the disparity value at 2d point $p$, $\Omega$ is a spatial neighborhood around $p$, $D_b(p)$ is the filtered disparity value, and $n$ is the amount of pixels in neighborhood $\Omega$. The weights are calculated as a product of two kernels $f$ and $g$. $f$ is the spatial damping which enforces weights to decay when the distance to $p$ increases. $g$ is the data-dependent weighting term which compares the value at $p$ with a neighborhood value and damps weight when the difference increases. $g$ essentially prevents mixing values at different depth levels and thus maintains the original edges. Generally, $f$ and $g$ are taken to be Gaussian functions with standard deviations $\sigma_f$ and $\sigma_g$. Real-time bilateral filtering is possible when the filter is implemented on the GPU. Figure 2.12 shows the benefit of a bilateral filter over a Gaussian filter in depth map filtering.

2.8.2 KinectFusion

The KinectFusion system [53] is a recent technique for computationally feasible camera tracking and reconstruction. It incrementally reconstructs a voxel-based 3D model of the scene which is used as motion reference. ICP is used to estimate camera pose (Sec. 2.5.4), because it can utilize dense depthmap measurements directly. However, ICP algorithms are not robust in planar environments. This is why problems can be expected for example at offices with flat walls. The voxel volume is improved in time
by fusing current depth maps into it which are associated with ICP pose estimate. The 3D points are reconstructed using the current depth map and replaced by Truncated Signed Distance Functions (TSDF). TSDFs are 1D functionals, which describe a scalar density in the direction of a ray through a pixel. TSDF starts from +1 value, has 0-value at the expected surface and changes sign to −1 after the surface. The negative value is truncated shortly after the intersection point. Truncation is useful, because further intersections are not known due to occlusion. A smooth surface is defined as zero level set of the superposition of TSDF functions, and can it be reconstructed, for example, using a ray caster. To obtain a degree of adaptation to environment changes, the density values of the voxel grid are IIR filtered in time. This means that the influence of old depth maps decreases in time. Also normal directions of 3D points can be optionally used in filtering to favor measurements with similar normal. The KinectFusion system works well in smaller than 3m × 3m × 3m operation volumes where sufficient grid density can be guaranteed. KinectFusion executes in real-time on a high-end GPU and consumes memory cubically as a function of voxel grid dimension.

2.8.3 Multi-resolution surfels

RGB-D measurements can also be converted into 6D Gaussians in 3D space, and treated as density functions. Stückler et al. describe a 3D environment as a multi-resolution surfel map [72]. Surfels are 2D elliptical surface patches whose coordinate system is determined by the two most significant principal components. New measurements are converted into surfels and associated with the model. The relative pose is estimated using statistical pose inference (Sec. 2.5.5). The benefit of surfel representation is that it allows fusing RGB-D measurements directly into the model by a simple Gaussian update. The surfels are stored in an octree whose resolution is adapted to measurement data distribution. Because surfels are oriented surfaces, 6 surfels are required per each octree node to take into account all viewing directions. The fused surfel maps are globally optimized using g2o framework [36].
2D feature point extraction and matching is an error-prone process which produces bias to estimated parameters. 3D pose and structure estimation can become more precise when using image-based cost functions to refine a good initial guess [59]. Direct image based cost functions warp image data into a reference view and measure the cost as a per-pixel difference [28, 2, 14]. The warping typically requires a 3D model or a relatively accurate 3D estimate of the environment geometry. When tracking a planar image region, homography mapping itself is sufficient for warping and explicit 3D model is not required [31]. Direct methods benefit of using more points to estimate parameters than sparse feature-based methods. Denser point clouds allow compensating with pixel noise, lighting variations and occlusions. However, sometimes the number of salient points in an image can be too small to allow parameter inference. Direct methods are thus often also directly dependent on the amount of texture in the environment. The direct estimation produces, at best, very precise results. In many applications, such as industrial robotics, precise 3D models exist and can be used. However, when estimating 3D structure also using image measurements, the pose estimation accuracy directly depends on the reconstruction accuracy, which can vary a lot especially when using dense stereo matching methods. Lighting variations can be problematic to model at local pixel level. The direct methods work well in environments with Lambertian surfaces, where 3D surface colors can be assumed to remain nearly constant independently of the viewing angle. Lighting variations have also been modeled at pixel level [46]. Due to view-dependencies in the appearance, direct approaches are at their best in local optimization when initial guess exists. In real-time applications, high frame rate is beneficial, because it reduces appearance changes at pixel level. The convergence domain can be extended by using multiple image layers.

3.1 Image registration techniques

Image registration techniques are rooted to the Lukas-Kanade method which aims at minimizing photometrical difference between two image patches [2]. The relation be-
3.1 Image registration techniques

Between a reference image $I^*$ and the current image $I$ is defined by the warping function $w(x)$, which generates re-sampling points using parameters $x$. The warping function usually perform a 2D or 3D transformation to the reference points.

3.1.1 Lukas-Kanade optical flow

Optical flow models the image appearance change due to 2D fronto-parallel translation during a time interval $dt$ [2]. The optical flow field is the velocity field representing how much a single pixel at $(u, v)$ moves between consecutive frames. Optical flow methods are useful when tracking 2D points over a time interval.

An image $I^*$ is captured at time instant $t$. When the camera moves a few frames in side-ways, perpendicular to the scene, the problem is to estimate the 2D translation parameters $x = (du, dv)^T \in \mathbb{R}^2$ which satisfy Lambertian assumption

$$I(p, t) = I(p + x, t + dt) \; \forall p \in \Omega,$$  \hspace{1cm} (3.1)

which implies that the only difference between two image regions captured at time instants $t$ and $t + dt$ is a 2D displacement. $\Omega \in \mathbb{R}^2$ is the image region around a point of interest.

The scalar error function encoding the problem is

$$e(x) = \sum_{p \in \Omega} \left( I(w(x, p)) - I^*(p) \right)^2 = e^Te,$$  \hspace{1cm} (3.2)

where $I$ is the current image captured at time instant $t + dt$, $I^*$ is the reference image captured at time instant $t$, the warping function $w(x, p) = p + x$, and the $n \times 1$ residual vector $e$ contains error elements for every $p \in \Omega$.

The Jacobian becomes

$$J = \frac{\partial e}{\partial x} = \frac{\partial I}{\partial p} \frac{\partial w(x, p)}{\partial x} = \left( \begin{array}{cc} \frac{\partial I}{\partial u} & \frac{\partial I}{\partial v} \end{array} \right),$$  \hspace{1cm} (3.3)

and the estimate becomes

$$\left( \begin{array}{c} du \\ dv \end{array} \right) = (J^TJ)^{-1}J^Te.$$  \hspace{1cm} (3.4)

This estimation works only for small displacements, because the pixel values change linearly only within 1 grid unit (see Fig. 3.1). Larger displacements can be estimated by bootstrapping the estimation using a flow field estimated at lower resolution.

3.1.2 Remarks on image gradient computation

The image gradient can be evaluated exactly at the warped points by differentiating the interpolation function. Bilinear interpolation is defined by

$$I(s, t) = (1-s)(1-t)I_1 + s(1-t)I_2 + stI_3 + (1-s)tI_4$$  \hspace{1cm} (3.5)
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Figure 3.1: Lukas-Kanade optical flow. A 2D displacement \((du, dv)\) is estimated which minimizes image difference between \(I^*\) and \(I\).

where \(I_1, I_2, I_3,\) and \(I_4\) are the nearest pixel values, in clockwise-order starting from upper-left corner, and \((s, t)\) is the sub-pixel coordinate of the warped sample point.

The differential becomes

\[
\frac{\partial I(s, t)}{\partial s} = -(1-t)I_1 + (1-t)I_2 + tI_3 - tI_4 \tag{3.6}
\]

\[
\frac{\partial I(s, t)}{\partial t} = -(1-s)I_1 - sI_2 + sI_3 + (1-s)I_4. \tag{3.7}
\]

Notice that bilinear interpolation is continuously defined only inside its one pixel domain. Discontinuities can be expected at the borders of a pixel. The Gaussian PSF would guarantee smooth derivatives over a larger domain, but it is computationally expensive for real-time applications. Also interpolation functions generally produce only approximate surfaces, which may not correspond to reality.

To obtain continuity over a larger image region, it is better to compute numerical gradients based on measurements

\[
G_x = \left( \frac{(I_{x+1} - I) + (I - I_{x-1})}{2} \right) = \frac{(I_{x+1} - I_{x-1})}{2}
\]

\[
G_y = \left( \frac{(I_{y+1} - I) + (I - I_{y-1})}{2} \right) = \frac{(I_{y+1} - I_{y-1})}{2}.
\]

This does not produce exactly correct intensity derivatives, but the benefit is that 3x3 regions provide larger convergence domain compared to operating only inside one pixel.

3.1.3 Image registration using homography mapping

Camera tracking in 3D space becomes possible by introducing a priori information of surrounding 3D geometry into the estimation. If a planar region can be detected in an image sequence, a homography mapping describes the optical flow analytically. Planar homography mapping is essentially a \(3 \times 3\) matrix

\[
H(x, n, d) = R(x) - \frac{t(x)n^T}{d}, \tag{3.8}
\]

where \(x \in \mathbb{R}^6\) are the motion parameters, \(n\) is the plane normal and \(d\) is the plane distance to origin (Fig 3.2).
Figure 3.2: A normal \( \mathbf{n} \), plane distance to origin \( d \) and relative pose \( (\mathbf{R}, \mathbf{t}) \) define a homography mapping \( h : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) between the camera image and the plane.

The warping function for a homography is then

\[
w(x, n, d, \mathbf{p}) = \mathbf{KH}(x, n, d)\mathbf{K}^{-1}\mathbf{p},
\]
where \( \mathbf{p} = (u, v, 1)^T \) is a 2D point.

Using a planar homography for camera pose estimation is accurate and works even with a monocular view. However, during motion the reference patch must be updated before it moves outside the camera view. Reference update systematically introduces cumulating drift. Also if the reference patches are automatically initialized, the physical geometry under a patch may not always be planar and tracking bias will be introduced.

Several algorithms have been developed to track a camera based on a set of known 3D planar surfaces [68]. Silveira et al. describe an image-based pose estimation approach using multiple planar patches extracted from an image (Figure 3.3). In their work, an effort is made also to model lighting variation by introducing a local gain parameter \( \alpha \) for each patch and a global brightness parameter \( \beta \). The residual elements to be minimized for a patch are

\[
e_k = (\alpha \mathcal{I}(w(x, n, d, \mathbf{p}_k)) + \beta) - \mathcal{I}^*(\mathbf{p}_k),
\]

where \( \mathcal{I}^* \) is the reference image, \( \mathcal{I} \) is the current image, and \( \mathbf{p}_k \) are the points in 2D patch region \( \mathbf{R} \). As can be seen, the cost function is direct pixel based error which does not rely on feature extraction.
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Figure 3.3: Planar patch based pose estimation by Silveira et al [68]. Planar patches are automatically detected from image and tracked. When patches go out of view, new patches are initialized.

In practice, the translations, rotations and normals must be initialized with a closed-form solution before the minimization can take place. The initialization is tricky because image noise may be more dominant than motion during the first frames. Specifically a sufficient translational motion is required. The problem is solved by tracking the patch region using a 8 degree of freedom homography matrix $H$ without decomposition into $(R, t)$. After some frames, decomposition $H \Rightarrow (\hat{R}, \hat{t})$ would be possible, but it has two solutions [40]. Silveira et al. choose to evaluate the residual (eq. 3.10) using $\hat{H}$ and estimate subset $(\hat{R}, \hat{t}, \hat{a}, \hat{\beta})$ using approximate $\frac{\partial w}{\partial x}$, without precise normals. Then $(\hat{R}, \hat{t})$ are used to initialize the normals. After initialization phase, the estimation can be executed in SLAM mode, by updating all parameters simultaneously including the normals.

3.1.4 Image registration using a rigid 3D structure

Lukas-Kanade style minimization can be extended to minimize 3D transformation parameters of a fixed rigid 3D structure [14, 30, 59]. The projective pose estimation described in Section 2.5.3 can be modified to minimize appearance-based cost. In this case, the warping function is defined by the camera transformation

$$w(x, P) = KD\left(N(R(x)P + t(x)), a\right), \quad (3.11)$$

and the pose parameters $(R, t)$ are estimated by minimizing the following cost function

$$e(x) = \sum_{k=1}^{m} \rho\left(\frac{\left(\mathcal{I}(w(x, P_k)) - \mathcal{I}^*(w(0, P_k))\right)}{\epsilon}\right)^2 = \epsilon^T W e, \quad (3.12)$$

where $m$ is the amount of 3D points $P_k$, and $\rho(x) : \mathbb{R} \rightarrow \mathbb{R}$ neglects statistically large displacements by damping them to zero (Sec. 2.3.4).

The residual elements are

$$e_k = \mathcal{I}(w(x, P_k)) - \mathcal{I}^*(w(0, P_k)), \quad (3.13)$$
and the Jacobian elements become
\[ J_{kj} = \frac{\partial e_k}{\partial x_j} = \frac{\partial I}{\partial p} \|K\| \frac{\partial D(p, \alpha)}{\partial p} \frac{\partial N(p)}{\partial p} \frac{\partial A(0)}{\partial x_j} p_k. \] (3.14)

The minimization process is illustrated in Figure 3.4. In forward compositional minimization, the pose increments are concatenated into the right side of the base transform \( \hat{T} \) (Sec. 2.5.1). When concentrating on the image difference between \( I_w \) and \( I^* \), the base transform \( \hat{T} \) becomes irrelevant to linearization and the geometrical optical flow \( \frac{\partial w(0, P)}{\partial x} \) can be computed only once for all iterations. The gradient of the warped image \( I^w \) is computed in every iteration. Gradient computation is problematic especially when the reference point cloud is sparsified by saliency selection. With sparsified points, it is not certain whether a neighborhood of a point \( p \in \mathbb{R}^2 \) is fully defined to compute the numerical gradient at \( \Delta I^w(p) \).

Figure 3.4: Forward compositional image alignment. The reference points are warped from the reference to current image and the interpolated intensities generate warped image \( I^w \). The increment \( T(x) \) is estimated which minimizes the difference between \( I_w \) and \( I^* \). \( \Delta I^w \) must be updated in every iteration. \( T^g \) is the initial guess of the current pose and \( \hat{T} \) is the base transformation.

### 3.1.5 Inverse compositional image alignment

The inverse compositional approach is adopted for efficient minimization of the cost function [2]. The cost is reformulated as
\[
\begin{align*}
    c^*(x) &= I^* \left( w \left( P^*, e^{-A(x)} \right) \right), \\
    c^w &= I \left( w \left( P^*; \hat{T} \right) \right), \\
    e &= c^*(x) - c^w,
\end{align*}
\]
where reference point colors in \( c^* \) are now a function of the inverse motion increment (Figure 3.5). When the current camera pose estimate \( T^g \) is expressed relative to the nearest reference \( T^* \), the initial base transform becomes \( \hat{T} = T^g(T^*)^{-1} \). The current warped intensities \( c^w \) are produced by re-sampling \( I \) using \( \hat{T} \). The residual \( e \) is then minimized by re-sampling the reference image \( I^* \). The benefit can be observed from the form of the Jacobian
\[
J_{ij} = \frac{\partial e_j}{\partial x_i} = \nabla I^* \left( w(P^*; I) \right) \frac{\partial w(P^*; I)}{\partial x_i},
\] (3.15)
where $\nabla I(p) = [\frac{\partial I(p)}{\partial x}, \frac{\partial I(p)}{\partial y}]$. Now $J$ does not depend on $\hat{T}$ anymore and it can be computed only once for each $K^*$ for better computational performance. The $\text{SE}(3)$ group associativity enables collecting the estimated increment into the base transform by $\hat{T}^k \hat{A}(\hat{x}) = \hat{T}^{k+1}$.

**Figure 3.5:** Inverse compositional image alignment. The inverse increment is estimated which minimizes the difference between $I^w$ and $I^*$. The full Jacobian is computed only once using $I^*$ and $P^*$. $T^g$ is the initial guess of the current pose.

### 3.1.6 Combining multiple images into cost function

It is also possible to use multiple subsequent images to obtain increased precision with pose increments. Figure 3.6 illustrates how different base transforms map into different images in the past. Now the increments $T(x)$ must maintain image registration concurrently in multiple views. One useful combination is to use multiple photometric references ($n$ previous images) and one geometric reference $P^*$ which can be older because Lambertian assumption does not need to hold. $P^*$ can also be temporally refined using hundreds of images as long as $P^*$ is visible in the current view. In practise, photometric registrations can be implemented by inverse-compositional approach and geometric reference is registered using ICP (sec. 2.5.4) and forward compositional alignment. The downside in using multiple images is additional computational requirements compared to single inverse- or forward compositional minimization, but the benefit is higher precision.

### 3.1.7 Multi-resolution pyramid for better convergence

Considering that image gradient can change its direction between every pixel, linearization from the motion parameters to pixel values is guaranteed to hold only within one pixel. This means that convergence domain depends on the image resolution and may remain small with high resolution images. Convergence domain can be improved by utilizing a multi-resolution image pyramid during the estimation. In coarse-to-fine estimation, the motion parameters are first estimated using a low-resolution image and refined layer-by-layer into precise estimate.

According to Nyquist sampling theorem, "If a function $x(t)$ contains no frequencies higher than $B$ hertz, it is completely determined by giving its ordinates at a series of points spaced $1/(2B)$ seconds apart".
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In image processing, the function $x(t)$ is a 2D image. The statement means that a continuous image whose maximum frequency in Fourier domain is $B$ sinusoidal cycles per a pixel, can be replaced without loss, by a discrete image whose sampling points are $1/(2B)$ pixels apart in the original image. Thus, depending on the image content, the multi-resolution pyramid may represent the original image or may not. When the image contains rapid intensity variation, low resolution layers are contaminated due to aliasing. In aliasing high frequency data is falsely converted into low frequency noise. Despite that a multi-resolution pyramid can not represent all images without loss, a larger convergence domain is typically obtained by using only few additional layers which are not too much contaminated by aliasing. In practise, the convergence domain using $320 \times 240$ images can be extended by a multi-resolution pyramid with layers in $320 \times 240$, $160 \times 120$, and $80 \times 60$ resolutions. When a multi-resolution pyramid is used in photometric camera tracking, discontinuities in the cost function may occur when switching between different resolutions. This is why it is better to use the highest available depth map resolution during tracking with all pyramid layers.

Figure 3.7 illustrates aliasing effect after $80 \times 60$ layer. To reduce aliasing effects, high frequencies are normally removed prior to downsampling using a low-pass filter (Figure 3.8). Then a discrete image is converted into a continuous form using an interpolation filter so that image can be resampled.

A rapid method to generate a multi-resolution pyramid is to downsampling layers recursively using a $2 \times 2$ box filter as anti-aliasing filter. This means that box filter size becomes $2^L \times 2^L$, where $L$ is the layer index. The drawback of this approach is a small displacement in the layer images. The displacement occurs, because the origin of the downsampled image is averaged from 4 nearest neighbors, whose coordinates are $(0,0)$, $(1,0)$, $(0,1)$ and $(1,1)$. This displacement is taken into account by using the formula $p_L = ap + b$, when moving from high resolution coordinates to low resolution, where $a = \frac{1}{2^L}$ and $b = 0.5 \ast (a - 1.0)$. Figure 3.9 shows how the displacement is formed. In each layer, the units are scaled by $\frac{1}{2}$ and $-0.25$ displacement is applied.
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![Image 1](image1.png)

**Figure 3.7:** A cycle of $B = 1/8px$ in $320 \times 240$ resolution downscaled into lower resolutions without filtering. Aliasing effects will occur after sampling points are more than 4 pixels apart ($80 \times 60$). In $40 \times 30$ and $20 \times 15$ layers nothing is left of the original content. Lenna images also illustrated as reference.

![Image 2](image2.png)

**Figure 3.8:** A low-pass filter prior to downsampling removes high frequencies and maintains better image quality. The cycle images are reconstructed using bi-linear interpolation and Lenna using cubic interpolation.

3.2 Direct stereo matching methods

Direct pose estimation methods must know the scene structure to minimize photometric cost. Stereo matching methods are used to generate depth or disparity maps from two images. Disparity maps encode depths by scalar values which determine horizontal displacement between two projection points. In this section, particular interest is in direct stereo matching methods, that use unmodified image data to infer 3D structure. A slightly out-dated survey of dense matching methods is provided by Scharstein et al [63].

The survey divides dense matching into following subtasks:

1. matching cost computation;
2. cost (support) aggregation;
3. disparity computation / optimization; and
4. disparity refinement.
3.2 Direct stereo matching methods

Then disparity parameters are estimated either locally or globally. Estimating general dense structure is computationally expensive, but typically local methods have the advantage of being more easily parallelizable, which makes them more attractive. Global methods try to find optimal dense matching of full images instead of focusing on individual points. According to Middlebury online stereo benchmark the global methods are generally more successful as they are capable of producing correct matches also in regions with homogeneous texturing or discontinuities. Global methods aim to estimate a smooth map where the disparity map may have complex inter-dependencies through smoothness constraints. Both local and global methods first choose a comparison metric between stereo images. Then aggregation strategy differs between the approaches.

Local methods aggregate cost values from a templates, which are fixed around both projection points. The costs are typically evaluated using SSD (Sum-of-Squared-Difference), SAD (Sum-of-Absolute-Difference) or Census, which uses Hamming distance for comparing internal intensity orders within a template. Global methods, on the other hand, aggregate cost terms for the full disparity map configuration, without specific rules. Global method may need to visit all image pixels many times to produce a global score.

For local methods, the disparity computation typically follows Winner-Takes-All (WTA) principle, where the disparity value with lowest aggregated cost is chosen. After rectification, the solution space is 1D horizontal line, where all candidates are evaluated by exhaustive search. With global methods, dynamic programming and graph-cut methods are popular choices for discrete optimization over all map configurations.

Finally, the parameter estimates are refined by a sub-pixel refinement phase. The locally aggregated matching scores are enumerated in a discrete pixel neighborhood, and then based on a parabol fit, provide an estimate between the pixels. In practise, the success of sub-pixel refinement can not be guaranteed, because there is no real data in-between the pixels. However, parabola peak is a good guess, assuming that matching score function is locally smooth.

The problem of local methods is the template size selection. Small template sizes produce unreliable matches and bigger ones inaccurate matches. This is why multi-resolution coarse-to-fine approach improves robustness and precision in template matching [90]. Global methods mainly suffer from computational complexity, but for example dynamic programming has proven to be efficient also for real-time tasks. Imposing smoothness...
constraints is also problematic, because universal parameters do not exist and the scene may contain discontinuities too.

### 3.2.1 Semi-global block matching

Global methods are often computationally too demanding for real-time use, but a few methods, such as Semi-Global Block Matching (SGBM), have proven to be sufficiently efficient. An example of real-time dense matching method, semi-global block matching (SGBM) is described.

SGBM uses dynamic programming over a discrete cost volume which can be done efficiently by using FPGA, GPU or multi-core CPU [25]. It has been implemented into OpenCV and FPGA-based real-time implementation have also been developed [3]. The SGBM finds smooth disparity maps by minimizing the following energy functional

$$E(d) = \sum_p C(p, dp) + \sum_{q \in N_p} P_1 \delta(|dp - dq| - 1)$$

$$+ \sum_{q \in N_p} P_2 \delta(|dp - dq| - k),$$

where $p \in \mathbb{R}^2$ are center points of the pixels in the image grid and $dp$ the disparity values associated with them. $N_p$ is a set of points containing the 8 neighbor points of $p$. $C(p, d)$ is the block matching cost for $p$ and $P_1$ and $P_2$ are the constant discontinuity penalties for unit jumps and greater jumps ($k > 1, k \in \mathbb{Z}$) [25]. In sequences with little lighting variations, the Birchfield-Tomasi metric is the recommended metric for block matching due to its computational efficiency [76]. In block matching, single pixels scores in the block are locally aggregated to obtain more reliable score. In environments with lighting variations, lighting invariant block matching such as the BRIEF must be used instead [10]. The minimum of $E$ is obtained by dynamic programming where the independent costs of 8 incoming 1D directions are maintained per each point. The global aggregation of the directional costs is done in two passes where, the first pass aggregates the costs propagated from upper and left sides and the second pass aggregates the lower and right side directions. Finally the disparities which have the smallest cost sum of the eight directions are selected. Penalty constants $P_1$ and $P_2$ need to satisfy $P_1 < P_2$ for penalizing slanted surfaces and discontinuities appropriately. Disparity values are refined into sub-pixel accuracy as a post-process. Occlusions are handled by a consistency check, which means computing disparity map from left to right and right to left and then removing the inconsistencies as occlusions. This is obviously an expensive approach as the disparity map will be computed twice. Finally the disparity values are refined to sub-pixel accuracy.

### 3.2.2 Stereo camera and calibration

A stereo camera consists of two cameras which have fixed baseline. The standard Caltech calibration kit is often used to obtain intrinsic and extrinsic parameters [6]. Since Caltech calibration decides to use only extracted corner points in calibration, it could be further improved by refining the parameters using a direct method. However, due to wide use of the kit, the parameters are compatible with OpenCV and various other tools.
3.2 Direct stereo matching methods

The calibration procedure requires a stereo sequence, which contains a planar checkerboard pattern (Figure 3.10). The kit then finds the board corners and gives them as input to Zhang’s method [91], which estimates the parameters. After stereo calibration procedure, $K_1, K_2$ and $T_b$ are known and 3D point triangulation is well defined. Triangulation methods were discussed in Section 2.2. Depending on the optics of the camera, lens distortion may add radial and tangential displacement into the image which must be modeled and corrected (Section 2.1.3). Usually the parameters of the distortion are estimated as a part of calibration procedure. Although stereo baseline is often roughly a horizontal displacement, rectification is still performed for both views to ensure that epipolar lines are strictly horizontal. Then the baseline transformation simplifies into a horizontal displacement, and the disparity map is generated by storing per-pixel displacement $d_k$ as a result of a dense matching method. Typically disparity maps are defined for the right stereo view and $d_k > 0$.

![Figure 3.10: a) RGB image 1 b) RGB image 2](image)

3.2.3 Bayer filtering

In low-cost RGB cameras, such as Microsoft Kinect, a RGB measurement is not done per each pixel. Instead, each pixel receives either R, G, or B measurement, which are interpolated across the full image. The bayer filtering pattern is illustrated in Figure 3.11. Due to interpolation, the image edges can spread or disappear artificially and may not correspond with the true scene edges anymore. If de-Bayered RGB image is bilinearly interpolated, two interpolations will be done. The other one can be eliminated by always interpolated directly using original Bayer data [19]. The effect can be noticed especially when observing sharp edges (Figure 3.11). In this work, 640 × 480 images are Gaussian filtered by $5 \times 5$ kernel and sub-sampled into $320 \times 240$ resolution to filter out potentially faulty high-frequencies. When using image-based registration approach, the image quality should be as good as possible. With professional HD cameras, Bayer filtering is not used, but each pixel receives a unique RGB value.
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Figure 3.11: a) Bayer pattern in Kinect sensor. b) Examples how interpolation can remove edges and spread them.

3.3 Quadrifocal stereo tracking

Via a disparity map based dense 3D point cloud, it is possible track the camera pose by minimized image difference at projected 3D points. Considering a 3D reference point $P$ and the 2D projections $p_1 \ldots p_n$ into $n$ views, the correct motion $x \in \mathbb{R}^6$ has the property that $c(P) = c(p_i(x))$, for all $i \in [1, n]$ where the function $c$ returns the color of a point. This property assumes Lambertian reflection for the surfaces of the environment, but the assumption holds particularly well for the views which have a small baseline to the reference view.

A quadrifocal relationship between all projection points $p_i$ means that they are constrained by a common 3D point [21]. The constraint can be expressed as $3 \times 3 \times 3 \times 3$ array of scalar parameters called the quadrifocal tensor. In an application to dense vSLAM, the constraint can be parameterized by 3D motion parameters $x$ which define the pose between two stereo views. Assuming a fixed reference view for which dense matching has been solved, 3D points can be expressed either by projection pairs $(p_1^*, p_2^*)$ or also by $(p_1^*, l_2^*)$ where 3D points are generated at the intersection point of a ray and a back-projected plane through $l_2^*$. $l_2^*$ can be arbitrary 2D line through projection point $p_2^*$. By varying the motion parameters $x$, the quadrifocal constraint fixes the matching projection points in the current stereo view. Thus it can be used as a model to warp points from the reference view into the current view.

In the work of Comport et al, the quadrifocal warping of reference points into the current view is formulated in terms of two trifocal tensors in a stereo camera setting [14]. Trifocal tensor is a $3 \times 3 \times 3$ array of scalar parameters which defines the relative pose between three views. The first trifocal tensor warps the 3D point defined by projection pair $(p_1^*, l_2^*)$ into $p_3(x)$ in the right view of the current camera. The second trifocal tensor, correspondingly, warps the point into $p_4(x)$ in the left view of the current camera. Interestingly, the trifocal warping of 3D points from the reference view into the
current view this way is equivalent to homography mapping, where homographies are defined per-point. The motion fitness is evaluated by color consistency $c(P) = c(p_i(x))$. When the two trifocal warps are applied simultaneously using the relative pose in the adjoint map, the quadrifocal relationship holds between all four projection points $(p_1^*, p_2^*, p_3(x), p_4(x))$.

### 3.3.1 Stereo cost function

The cost function measures the intensity difference between the reference stereo image and the current stereo image. Bilinear interpolation is used to interpolate a color value per each projection point which is then stored in the warped image in the reference view. The warped image and the reference image are re-organized into 1D vectors, which are then directly compared pixel-by-pixel with robust least-squares metric. The cost function is

$$C(x) = e_R^T(x)W_Re_R(x) + e_L^T(x)W_Le_L(x),$$

(3.18) where $e_R$ and $e_L$ are the intensity residuals between right and left views. $W_R$ and $W_L$ are the robust weight matrices obtained from a M-estimator (Sec. 2.3.4). This cost function form does not require any predefined temporal correspondences as they are solved iteratively via estimating the camera pose increments. Figure 3.12 illustrates the components of the cost function. The minimization can be done using coarse-to-fine approach for improving the convergence domain. An image pyramid is generated from each original image by warping. The minimization starts from the lowest resolution images and, after convergence, proceeds to higher resolutions until the original resolution is met.

### 3.4 Pixel selection

The Jacobian of the cost function is composed of image gradient and geometric warp gradient $J = J_I \ast J_G$. The elements of $J$ will be zero for the points which do not have any image gradient ($J_I = 0$) or whose $J_G$ is invariant to a given motion. For example, points at infinity constrain only rotation but not translation. $J = [J^1, J^2, J^3, J^4, J^5, J^6]^T$, where the columns $[J^4, J^5, J^6]^T$ contain the differentials for the rotational movement. The elements of these columns corresponding to points that are far away will be close to zero. Meiland et al have taken into account these observations when compressing large outdoor environment maps, consisting of a set of spherical image and depth measurements [45]. An even amount of points are selected from each column based on their magnitude. The points which are already selected once are skipped. The sorting of columns is computationally expensive for real-time purposes which is why the processing is done offline for the map.

### 3.5 Lighting variations

Lighting variations can cause tracking problems when $\Delta t$ between image measurements increases. Due to the Lambertian reflection assumption, the colors of 3D points should stay constant independently of the point of view. As the $\Delta t$ increases, the colors can change either due to non-Lambertian reflection or by lighting variation and shadows.
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Figure 3.12: a) In contrary to Silveira, Comport et al. use dense matched 3D points to direct visual odometry. b) Left and right stereo images are matched from the available 4 combinations.

One approach to solve the problem is simply to maintain a sufficiently high frame rate for the assumption to hold. Explicit modeling of lighting variation is required in applications where high frame can not be maintained. Lighting variation can be divided into global and local variation, where global variation means overall image brightness changes and local variation are more complicated phenomena such as non-Lambertian surfaces, spotlights and ramps. Although some lighting effects, such as spotlights, can be tolerated by using a M-estimator, an explicit model for local variations is useful, because it allows using more data for the estimation. Meilland et al. have modeled lighting variations [46] in similar way as Silveira et al. [68]. However Silveira combines a global affine transformation with a robust model which is not possible in the former work.

The lighting tolerant residual is

\[ e_k(x) = (a_k \mathcal{I}(w(x, d_k)) + \beta) - \mathcal{I}^*(p_k) \quad (3.19) \]

where \( \mathcal{I}^* \) is the reference image, \( \mathcal{I} \) is the current image, \( w(x, d_k) \) is the trifocal mapping which depends on 3D camera motion \( x \in \mathbb{R}^6 \) and \( p_k \) are the points selected using pixel selection described in the previous section. The cost function is robust as residuals are weighted by \( \mathbf{W} \). The lighting parameters are \( a \) and \( \beta \), where \( a \) is the gain per each pixel and \( \beta \) is the global brightness. These parameters are updated during run-time based on...
current images. Fixed 3D model is assumed throughout tracking, but an approach is suggested for automatic 3D model acquisition.

### 3.6 Efficient Second-order Minimization

Efficient Second-order Minimization (ESM) is a technique which can increase convergence speed in image registration tasks [68]. The idea is to replace

\[
J = \frac{1}{2} \left( J(0) + J(x) \right),
\]

where \( J(0) \) is the Jacobian of inverse compositional cost function and \( J(x) \) is the current Jacobian which can be computed by warping the current image data into reference coordinate system and using the same formula as with \( J(0) \). By this procedure \( x \) will be defined in the same coordinate system without problems. ESM has been originally developed for homography based warping function which can continuously map image data. A numerical image gradient requires pixel samples both horizontally, and vertically at \( \pm 1 \) units away from the reference pixel. When dealing with rigid 3D structures and a photometrical cost function, a problem arises for due to pixel selection and missing depth measurements, since the image gradient can not always be computed. There are two alternative methods to circumvent this limitation. One method to utilize ESM is to generate support pixels which are dilated from pixel selection mask by one unit. The support pixels are not used in the cost function, but merely enable obtaining the necessary pixels for gradient computation. If all pixel neighbors have a valid depth value, it is possible to warp a template region from the current image and compute the current gradient. Another method is to use the original pixel selection mask, sample the gradients from current image and then rotate the image gradients to match reference image orientation. Because the gradients can only be rotated in a 2D plane, only an approximation is possible by projecting the current motion estimate into a simple z-axis rotation.

### 3.7 Photometrical structure refinement

Despite that the Kinect sensor is fairly accurate, the depth measurements still contain an amount of noise which can be reduced by combining information from multiple maps. In the context of this work, photometrical optimizations are interesting. The necessary pre-condition is that the precise depth values reside within bounded ranges, and image measurements with relatively accurate camera poses are available.

*Plane sweeping* method use a photometrical cost function for discrete depth optimization and can also operate in real-time [56]. The only difference to eq. 3.21 is that cost evaluations are grouped into planes with same depth value (Figure 3.14b). The space before the reference camera is discretized in planes. For every depth candidate \( z_k \), every pixel of the reference view is back-projected onto this plane and re-projected into every additional view. Using these color values, a cost error can be calculated, allowing to derive the optimal depth for that reference pixel. In case lighting variations exist, normalized cross correlation can be used as as robust similarity measure for plane-sweep [88].
to independent point optimizations, the algorithm can operate in parallel. The precision can be increased, besides increasing the number of views, by taking into account a larger support region in the reference image. When the support region size is above 1 pixel unit, a fronto-parallel surface assumption is also introduced.

Figure 3.13 illustrates the cost curve within search bounds with and without image gradient. The depth map estimate is generated from a stereo view using SGBM and the reference depth maps are produced by ray tracing.

![Figure 3.13: a) Textured Stanford bunny edges are associated with cost curves from 16 views. The vertical white line represents the correct depth value within the bounds. Yellow parabola’s minimum represents the final image based estimate. b) Without edge information, image based estimation is not precise.](image)

When total variation prior is neglected, the photometrical optimization for individual 3D points is done by by defining a discrete number of solution candidates in domain \([z_m - \delta, z_m + \delta]\) around initial guess depth \(z_m\). A set of points \(P_k\) matching with the depth candidates \(z_k\) is then generated, and projected into the surrounding images (Figure 3.14). The optimal depth \(z_o\) is selected using a photometrical error function

\[
z_o = e_T^3 \left( \arg\min_k \sum_{j=1}^n \left( I^j(w(P_k; T_j)) - I^* (w(P_k; I)) \right)^2 \right),
\]

where \(e_T^3 = (0, 0, 1)^T\) selects the \(z\)-coordinate of solution point \(P_o\). It is noted that this cost function will provide arbitrary results for points which are on homogeneous image regions without any gradient. Therefore photometrical refinement can only be done for the points with sufficient image gradient magnitude. In DTAM, this problem was addressed by assuming smoothness when the image gradient has small magnitude [52]. The benefit with discrete optimization is that it works even when the amount of image
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Figure 3.14: a) Photometrical refinement using bounded depth range. The optimal depth has the most similar color in all images. The pose configuration is assumed to be precise. b) Traditional plane sweeping algorithm illustrated. A depth value at reference image pixel is determined by the best color consistency in multiple views.

measurements is small. In our implementation, the refinement is not done in case the optimal depth is found at the search range boundary. This is to ensure that a local minimum is within the range.
3.8 Direct localization and mapping

A direct localization and mapping task is typically divided into a separate camera tracking and structure refinement problems, because simultaneous problem is difficult to solve. The main difficulties are 1) unknown noise distribution with the point clouds, 2) maintaining low computational requirements, and 3) view-dependent measurements.

3.8.1 From outdoor stereo systems to indoor environments

The point clouds generated from an image sequence with varying viewpoint are contaminated by noise whose distribution depends on the image content and the reconstruction method. To be able to use the first-order Taylor approximation in photometric pose estimation, the cost function must be assumed to be locally smooth. In stereo systems, especially local dense matching methods may produce noise in arbitrary magnitude, which may sometimes prevent further mathematical inference. Global matching methods work better in continuous and smooth environments, but easily produce false surfaces at discontinuities with arbitrary error magnitude. In textured outdoor environments, visual 3D maps have been experimented for urban navigation. The maps consist of spherical keyframe images with depth maps and GPS-based pose [45]. These maps have limited lifetime due to changing weather and lighting conditions. However, with a valid map, a robot which has cameras oriented to all directions can navigate in outdoor environments despite that some of the stereo-based depth maps may be contaminated by noise.

In indoor settings, more controlled lighting environment can be obtained. Due to recent developments with RGB-D sensors, the noise in depth maps has greatly reduced. Only a small bias is introduced when the distance to sensor increases to several meters [12]. RGB-D sensors can thus produce depth maps whose noise is local and almost Gaussian. The remaining noise can be removed almost fully by a simple depth fusion mechanism (one method described in sec. 7.1). Also image content is contaminated by pixel noise, which is due to CCD sensor noise, bi-linear interpolation, Bayer filtering, and complicated non-Lambertian surfaces. Compared to depth noise, pixel noise sources are less problematic, because their magnitude is relatively small. Thus, novel RGB-D sensors allow utilizing direct localization and mapping approaches indoors with accuracy never seen before. Audras et al. presented a CPU desktop system performing photometrical cost function minimization using a RGB-D sensor [1]. As follow-up work, Chapter 6 presents a GPU implementation, which is efficient and scalable with hardware development [80].

3.8.2 DTAM

DTAM is a system for real-time camera tracking and reconstruction which relies not on feature extraction but dense, every pixel methods [52]. It is a monocular system which aims at estimating dense textured depth maps at selected keyframes. For some reason it does extra effort in depth map estimation by not utilizing a RGB-D sensor. Instead, it uses a non-convex optimization framework to minimize photometric cost and smoothness cost over the full depth map domain. Particularly total variation smoothness prior, imposed through primal-dual formulation minimization, is used to de-noise
depth maps [73]. In primal-dual minimization, iteration becomes computationally more efficient by decoupling data and prior minimization into separate phases. Total variation prior is used to guess a smooth surface at image regions whose photometrical cost terms are small. Photometric RGB-D camera tracking is used to update camera pose for each incoming frame whose data can then be fused into depth map optimization. The algorithm is parallelisable throughout and DTAM achieves real-time performance using current high-end GPU hardware. Due to dense measurements DTAM becomes more robust than PTAM under heavy motion. The drawbacks of the system are a special initialization procedure, discretization of the depth range, and incompatibility with dynamic scenes. Smoothness terms also typically require parameter tuning.
In this chapter, bundle adjustment spirited joint cost function is presented for direct simultaneous localization and mapping. Bundle adjustment was discussed in Section 2.6. Direct estimation is often simplified into separate structure and pose estimation phases, due to its computational complexity. Here this simplification is not made and a Gaussian distribution for both pose parameters and disparity parameters [82]. Stereo camera is used as a RGB-D sensor and the disparity maps are generated from the stereo images by using a local dense matching method (Sec. 3.2). The initial matching is assumed to produce disparities whose error is local and Gaussian. The motion is initialized to $x = 0$ assuming that previous increments have been concatenated to the base transform $\hat{T}$.

The joint cost function is

$$C(x) = e_x^T W_x e_x + e_d^T W_d e_d, \quad (4.1)$$

where

$$e_x = I_R \left(w^R(x, d_k)\right) - I_R \left(p_k^h\right), \quad (4.2)$$

$$e_d = I_L \left(w^L(d_k)\right) - I_R \left(p_k^L\right), \quad (4.3)$$

where $e_x$ is the temporal residual between the subsequent images and $e_d$ is the spatial residual of the direct and dense matching. $W_x$ and $W_d$ are the corresponding robust weight matrices. Section 4.1 presents the associated warping functions $w^R(x, d_k)$ and $w^L(d_k)$ in detail. The task is to estimate the motion parameters $x \in \mathbb{R}^6$ and the disparity bounds.

The cost function is direct and image-based as both structure and pose depend purely on a photometric cost metric. The estimation process in done soundly in two phases through marginalization and the conditional disparity variances are calculated. These bounds are then propagated into the current stereo frame and they are used to boost disparity map computation. The phases are

1. Exhaustive search to initialize $D_0$
2. Non-linear motion parameter estimation for finding $\tilde{x}$
3. Determine $C_d$ from cost function by marginalization
4. Find integrated $D_{m+1}$ using bounded search
5. $m = m + 1$, jump to phase 2)

### 4.1 Trifocal tensor warping

The warping from a reference stereo view to the current view can be modeled by a trifocal tensor. The trifocal tensor requires fixed projection points in the reference view and the motion parameters. As an example, the process is described from the right reference image into the right current image. A fixed reference pose of a stereo camera is expressed as $(I, T_{RL})$, where right camera view is chosen as the reference coordinate system which as identity transformation, and $T_{RL}$ is the baseline transformation from the right view into the left view. The motion of the current right view is expressed relative to the reference as $e^A(x)$.

The dynamical configuration is expressed as trifocal tensor by $(s_1, s_2, s_3)$, where each matrix slice of the tensor is $s_j(x) = a_j b_j^T(x) - a_j b_j^{-1}(x)$, where $a_j$ are the columns of $[T_{RL}]_{3 \times 4}$ and $b_j(x)$ are the columns of $[(e^A(x))^{-1} T_{RL}]_{3 \times 4}$. The homography mapping for a point $k$ is denoted $h_k(x)$, whose columns $j$ are defined as

$$h_j^k(x) = s_j^T(x)(K_R)^T l_R^k,$$

where $K_R$ is the intrinsic matrix of the right camera and $l_R^k = [1, 0, -x_R^k]^T$ defines a vertical line through point $p_R^k$.

For mapping all image points from the reference view to the current right view, the following two warping functions are required:

$$w^L(d_k) = p_k^R + (d_k, 0)^T$$
$$w^R(x, d_k) = N \left( K_k^R h_k(x)(K_L)^{-1}[w^L(d_k) 1]^T \right),$$

where $K_L^R$ is the intrinsic matrix of left camera, $K_R^R$ the intrinsic matrix of target view and $N(p) = (u/w, v/w)^T$ for $p = (u, v, w)^T$. $w^L(d_k)$ warps points to the left stereo view based on the given disparity map. $w^R(x, d_k)$ and $w^L(x, d_k)$ warp points under motion $x$ into current right and left view. The process illustrated in Figure 4.1.

### 4.2 Disparity map initialization

It is convenient to select a dense matching technique (Section 3.2), which fits both initialization and refinement within search bounds. Most of the local methods can be straight-forwardly applied for both phases and they can be implemented efficiently
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Figure 4.1: The warping of a reference point pair into the current stereo view. The intersection point \( P_k \) of a ray through \( w^L(d_k) \) and a plane through \( l^R_k \) is thus projected into next view using trifocal tensor.

using parallel computing. Various local dense matchers (SSD, SAD, NCC, Daisy, and multi-resolution SAD) were experimented for producing initial disparity maps. Template matching methods perform the best when the environment consists of fronto-parallel surfaces with distinctive texturing. These two conditions are not always met in general environments and large mismatches can occur which produce structural noise of arbitrary magnitude. Disparity map noise can be reduced by multi-resolution approaches that regularize the 3D surfaces sufficiently. Therefore the estimates become for the majority part, only locally deviated. Three multi-resolution layers are selected in the experiments whose costs were summed up together. Yang et al. have shown that this approach can be implemented efficiently for real-time applications [90].

Multi-resolution SAD performs quite well when initializing the disparity maps. The initial disparity \( \hat{d}_k \) is estimated for each \( p^R_k \) by performing an exhaustive search over an initially large bounded interval along the epipolar line,

\[
\hat{d}_k = \arg\min_d C_d(w^L(d_k), p^R_k), d_k \in b_k
\]

\[
C_d(p^L, p^R) = \sum_{u_i \in S} (I^L(p^L + u_i) - I^R(p^R + u_i))^2,
\]

where \( b_k = [x^R_k, width] \in \mathbb{R}^2 \) defines the 1D search region, and cost function \( C_d \) minimizes direct image error over the template region \( S \).
4.3 Estimation in two phases

The initial guess is refined to sub-pixel accuracy by:

\[ e_k = I^L(w^L(d_k)) - I^R(P_k^R), \quad g_k = \frac{\partial e_k}{\partial d_k}, \] (4.9)

\[ \hat{d}_k = \hat{d}_k + \min\{\max(-e_k / g_k, -0.5), 0.5\}. \] (4.10)

Sub-pixel corrections are bounded to \([-0.5, 0.5]\) due to per-pixel evaluation of \(C\). This results in \(\hat{d}_k\) and the same procedure is used for initializing new points. Because template matching is prone to gross outliers, a local smoothness constraint is valuable in filtering out bad matches. Disparity map smoothness is measured trivially by

\[ S(p) = \| \frac{\partial D}{\partial u}(p) \| + \| \frac{\partial D}{\partial v}(p) \|. \] (4.11)

4.3 Estimation in two phases

The weighted normal equations show the linear relationship between \((\Delta x, \Delta d)\) and \((e_x, e_d)\)

\[ J^T WJ \begin{bmatrix} \Delta x \\ \Delta d \end{bmatrix} = -J^T W \begin{bmatrix} e_x \\ e_d \end{bmatrix}, \] (4.12)

where \(J^T WJ\) is the inverse covariance (or Hessian). The equation can be decomposed into motion and structure specific blocks

\[ \begin{bmatrix} J^T_{x} W_{x} J_{x} & J^T_{x} W_{x} J_{xd} \\ J^T_{xd} W_{x} J_{x} & J^T_{xd} W_{x} J_{xd} + J^T_{d} W_{d} J_{d} \end{bmatrix} \begin{bmatrix} \Delta x \\ \Delta d \end{bmatrix} = - \begin{bmatrix} J^T_{x} W_{x} r_{x} \\ J^T_{xd} W_{x} r_{x} + J^T_{d} W_{d} r_{d} \end{bmatrix}, \] (4.13)

where \(J_x = \frac{\partial e_x}{\partial x}, J_{xd} = \frac{\partial e_x}{\partial d} \) and \(J_d = \frac{\partial e_d}{\partial d} \).

The equation 4.13 can be simplified into form

\[ \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} \Delta x \\ \Delta d \end{bmatrix} = \begin{bmatrix} E \\ F \end{bmatrix}, \] (4.14)

from which marginalized problems are obtained by Gaussian elimination

\[ (A - BD^{-1}C)\Delta x = E - BD^{-1}F \] (4.15)

\[ (D - CA^{-1}B)\Delta d = F - CA^{-1}E. \] (4.16)

As in Section 2.6.2, the marginalized covariances are \(C_x = (A - BD^{-1}C)^{-1}\) and \(C_d = (D - CA^{-1}B)^{-1}\). This pose estimation uses IRLS optimization to estimate the marginalized motion from the linear system

\[ (A - BD^{-1}C)x = E - BD^{-1}F. \] (4.17)

Locally, disparity estimation problem involves estimating a Lukas-Kanade problem (Section 3.1.1), whose Jacobian \(J_d = \frac{\partial e_d}{\partial d}\) depends on intensities in the template region. However, due to template size problem, these variances are valid only for fronto-parallel surfaces with sufficient texturing. On the other hand, if the disparities are not associated
with a template and are treated as point offsets, the disparity cost function becomes a single pixel intensity comparison, which is vulnerable to noise. In this work, the latter cost function was chosen, despite that sufficient accuracy must be assumed with stereo images and dense matching.

4.4 Disparity map refinement within bounds

During tracking, the disparity maps become unions of 3D points which are measured at different time instants. The main idea is to gain computational efficiency by performing an exhaustive search only for the new points whose previous observations are not available. Initially for the first frame, the full 3D structure is determined by the multi-resolution SAD [90]. After previous motion has been estimated, the disparity values are searching within bounded domains. The diagonal elements in the disparity covariance \( C_d \) matrix define the 1D variances for each \( d_k \) in the reference image. The intervals are solved as \([-p\sigma, p\sigma]\), whose end points are warped into the next reference frame for re-localization. \( \sigma_k \) are relative uncertainties up-to-scale, because the linear system can be multiplied on both sides by any non-zero scalar value. This is why reasonable scale \( p \) must be found experimentally. A sufficiently large \( p \) is selected to model also process noise.

The disparity propagation and refinement within the bounds is done in the following way:

1. for each \( \hat{d}_k \) if \((w^d_k w^x_k > 0 \text{ and } p\hat{\sigma}_k < \frac{1}{\text{width}})\)

   \[
   b^x_k = [1 \ 0] \left( w^L(\hat{x}_k, \hat{d}_k - p\hat{\sigma}_k) - w^R(\hat{x}_k, \hat{d}_k) \right)
   \]

   \[
   b^z_k = [1 \ 0] \left( w^L(\hat{x}_k, \hat{d}_k + p\hat{\sigma}_k) - w^R(\hat{x}_k, \hat{d}_k) \right)
   \]

   \[
   \hat{d}^+_{d_k} = \text{argmin} \ C_d \left( w^L(d^+_{d_k}), w^R(\hat{x}_k, \hat{d}_k) \right), \hat{d}^+_{d_k} \in [b^x_k, b^z_k]
   \]

   \[
   D_{m+1}(p) = d^+_{d_k}, \text{ where } p \in \mathbb{R}^{3 \times 3}(w^R(\hat{x}_k, \hat{d}_k))
   \]

2. Initialize un-assigned parameters in \( D_{m+1} \) using maximum bounds

3. Do subpixel refinement for \( D_{m+1} \)

Deviations \( \hat{\sigma}_k \) are obtained as square-rooted diagonal values of covariance \( C_d \) and \( \mathbb{R}^{3 \times 3}(p) \) is a set of nearest grid points in \( 3 \times 3 \) region around point \( p \). \( w^d_k \) and \( w^x_k \) are the robust weights for initial disparity matching phase and the pose estimation phase. The disparity bound propagation is illustrated in Figure 4.2. The propagated bounds are projected into horizontal bounds, because their direction in the new reference image can be arbitrary. The re-localized disparities at discrete pixel coordinates are refined into sub-pixel accuracy by fixing the bound mid point in the left image, and by estimating the exact corresponding point in the right image based on the numerical cost gradient. The sampling points are filtered using \( 3 \times 1 \) Gaussian kernel to reduce pixel noise. Re-localization is not done for the full disparity map, because pixel selection, M-estimator and variance thresholding sparsify propagated data. The combination map is illustrated in Figure 4.3.
Figure 4.2: The transfer of a bounds into next stereo view. A bound is defined as $[-pσ_k, pσ_k]$ interval using the disparity variance $σ_k$. The appropriate bound scale $p$ is selected which includes also warping process noise.

4.5 Experiments

The Mars sequence using a real texture [50] was rendered in $640 \times 480$ resolution with Blender along with a ground truth trajectory. No lighting conditions were simulated and thus the model emitted texture colors directly. Three multi-resolution layers were used for motion estimation (see video\textsuperscript{1}). A significant performance improvement is obtained by bounded search directly after the first frame (Fig. 4.5). Estimated trajectories for bounded and non-bounded cases are illustrated in Fig. 4.4. As can be seen, using a bounded search does not degrade pose estimation quality. The disparity map accuracy is improved by bounding in the problematic cases where the camera is closer to homogeneously textured Mars (Fig. 4.5). Structural accuracy is measured by $\frac{1}{n} \sum (d_k - d_o^k)^2$, where $d_o^k$ are the ground truth disparities. In practice, they are obtained by projecting the intersection point between a ray and the object into the second view.

In another simulation, the method was evaluated using the Mars and Stanford bunny sequences, where stereo camera was rotated $360^\circ$ around the object. This simulation experiment was done as a preparation for using a real turn-table sequence. Once again the amount of required template operations drops dramatically when bounding is used (Fig. 4.6). The curves show, how trajectory accuracy (Fig. 4.7) and structural accuracy (Fig. 4.8) are slightly improved due to bounding.

The proposed method is also tested using a real rock sequence (Fig. 4.5). A rock sequence was recorded using a calibrated stereo camera and a turn-table (Figure I.2). The original stereo images at $1280 \times 960$ resolution were first downsampled into $320 \times 256$ resolution.

\textsuperscript{1}http://youtu.be/T7skSaNTvQo
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Figure 4.3: The disparity map as a combination of old and new points. New points are initialized by using exhaustive search over the full epipolar line where as the old points are re-localized efficiently within tight bounds.

240, then background subtraction and rectification were performed to simulate a video recorded in space (see input videos\(^3\)). A performance improvement is obtained by a bounded search directly after the first frame (Fig. 4.9). The camera pose trajectory is marginally better for the bounded version. Two multi-resolution layers were used for motion estimation (see video\(^4\)).

An implementation of the proposed method was built with C++. Initially simple template matching was used for generating disparity maps, but as good template size was not found for real sequences, the exhaustive search had to be done using multi-resolution SAD, which also minimizes direct image error.

4.6 Analysis and limitations

The proposed approach models current motion and structure estimate using a single parameter vector, and propagates disparity bounds over time. The results show that pose estimation accuracy does not degrade while computational requirements with disparity map generation are dramatically reduced. Because motion error is larger than local structural error, the minimization uses Schur complement (eq. 4.1). The 6D pose estimation problem has shown to have good convergence properties, because the number of point measurements is large compared to number of parameters to be estimated [14].

The distribution of structural residual ultimately depends on the measurement hardware. In case, the distribution variance is large, global optimization method must be

\(^{2}\text{http://youtu.be/F0TkHHzG2sI}\)
\(^{3}\text{http://youtu.be/TPbqk4bkhE}\)
\(^{4}\text{http://youtu.be/UTkJE-benLaw}\)
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used. The marginalization works only when an initial guess exists and disparity parameters are only locally biased. Multi-resolution dense matching methods can provide relatively accurate disparity maps, but the results vary a lot depending on the image content. Template matching can, in worst case, produce errors with arbitrary magnitude. The obtained results are therefore optimistic when considering real application context. Semi-global block matching (SGBM) has the clear advantage over simple template matching based methods, because it abuses continuity constraint by penalizing discontinuities (Figure 4.10). Thus, relying on naive template matching produces significantly worse depth maps than global methods with compatible smoothness constraint. Global/semi-global matching methods on the other hand are computationally demanding. Real-time implementations of SGBM method exist for GPU and FPGA hardware [3]. When combining disparity measurements from multiple time instants, the disparity maps can be refined over time (see sections 7.1 and 3.7).

When a camera is moving rapidly and a photometric cost function is minimized, the reference image must be changed frequently to avoid image interpolation based inaccuracy. The Lambertian assumption holds well only within a short temporal window. If the camera is known to move slowly compared to the frame rate, another Schur complement (eq. 4.16) could be used to improve the reference disparity map accuracy. This, however, requires higher dense matching accuracy than what the current multi-resolution SAD approach produces.

The initial disparity parameters were refined into sub-pixel accuracy. By experiment, sub-pixel refinement improves tracking significantly. The problem, however, is that the disparity covariances depends on a very local image region, which becomes vulnerable to image noise. More stable disparity covariances are obtained from the Lukas-Kanade template matcher. Unfortunately larger template region implies degrades disparity precision. In this work, a design choice was made to maintain as accurate initial disparity values as possible, despite that covariance robustness decreases. As future work, a hybrid approach could be experimented where disparity values are kept accurate, but the covariances are computed using a larger image patch.
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Figure 4.4: Simulated Mars dataset, ground truth trajectory (blue) around Mars with estimated camera trajectories. Non-bounded in red ($\times 1.03$) and bounded in green ($\times 0.97$). As can be seen, the method can robustly track complicated 3D motion with low drift.
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Figure 4.5: a) Mars stereo sequence with the corresponding disparity image. Computational requirements of SAD dense matching are reduced without loss in tracking quality. b) The difference in amount of SAD operations with (green) and without disparity (red) bounding. The Mars silhouette area varies during the sequence causing fluctuations to the required computational requirement. c) The difference in disparity map accuracy with (green) and without (red) disparity bounding. In the problematic frames 60 and 140 camera is closer to Mars which, in general, has homogeneous texturing.
Figure 4.6: The difference in the amount of SSD operations with (green) and without (red) bounding for a) 360° Mars sequence, b) 360° Stanford bunny sequence
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Figure 4.7: The difference in the cumulative rotation and translation error without and with bounding for a) 360° Mars sequence, b) 360° Stanford bunny sequence. Rotation and translation errors are slightly reduced when bounding is enabled.
Figure 4.8: The difference in the disparity map error without and with bounding for a) 360° Mars sequence, b) 360° Stanford bunny sequence. The structural accuracy improves in case a) due to bounding. With Stanford bunny occlusions exist, which interfere bounding, but structural accuracy is still maintained.
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Figure 4.9: a) Rock with the corresponding disparity image. b) The difference in amount of SAD operations with (green) and without disparity (red) bounding. c) The difference in bounded trajectory (green) and non-bounded trajectory (red). Bounded trajectory intentionally scaled by 0.98 for separation.

Figure 4.10: The difference in rock reconstruction quality between multi-resolution SAD (on left) and SGBM (on right). The rock image is illustrated in Fig. 4.9.
Already known research confirms, that using local bundle adjustment produces more accurate estimates than filtering in the context of localization and mapping [71]. Strasdat et al. conclude that: “In order to increase the accuracy of visual SLAM it is usually more profitable to increase the number of features than the number of frames. This is the key reason why BA is more efficient than filtering for visual SLAM”. When considering a visual odometry problem, this is a statement also in favor of using simply more data than propagating covariances in frame-to-frame basis. In this chapter, the measurements data is increased in frame-to-frame pose estimation by introducing depth residuals into estimation. The drift is reduced by also aligning the current depth map values with the reference points [81]. The combination produces an image-based method which is comparable with the standard ICP technique, but has advantages in computational requirements, precision and robustness. On the contrary to ICP, all data is stored in images which makes it possible to avoid expensive nearest neighbor searches in 3D space. As the cost function is directly image-based, it is therefore robust and precise. Instead of using KD-tree for point association [30], projective point association is utilized to favor computational performance. Additional efficiency is gained by a rapid, histogram based point selection procedure and M-estimation. Similar bi-objective minimization has also been experimented with Inertial Measurement Unit (IMU) and a hand-held camera [47]. The dense depth measurements that can be obtained by using a RGB-D sensor such as a stereo camera with a state-of-the-art dense matching technique or alternatively with a LIDAR, a structured light patterns (infra-red or visible light), sonar, etc. For indoor settings, the Microsoft Kinect provides good results at low costs (Section 2.8.1).

5.1 Combining appearance and structure in cost function

A bi-objective least squares cost function is proposed which measures pose fitness using the cost

$$C(x) = e_I^TW_Ie_I + \lambda^2 e_Z^TW_Ze_Z,$$

(5.1)
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where

\[ e_I = \mathcal{I} \left( w(P; \hat{\mathbf{T}}(x)) \right) - \mathcal{I}^* \left( w(P; \mathbf{I}) \right) \]  

(5.2)

\[ e_Z = \mathcal{Z} \left( w(P; \hat{\mathbf{T}}(x)) \right) - e_Z \hat{\mathbf{T}}(x) \mathbf{P}, \]  

(5.3)

where \( e_Z = (0, 0, 1) \) and \( W_I \) and \( W_Z \) are the diagonal weight matrices obtained from a M-estimator. \( \mathcal{I} : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a color brightness function and \( \mathcal{Z} : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a depth function. Reference variables and functions are denoted by *. \( e_Z \) measures depth map discrepancy, but it can be further improved by neglecting penalization of tangential motion (sec.2.5.4).

5.1.1 Bi-objective minimization

Since \( C(x) \) (eq. 5.1) is a non-linear function of the unknown pose parameters, it has to be linearized with \( x \) for iterative minimization. With linearization it is assumed that function is locally continuous, smooth and differentiable.

The Jacobian is of the form

\[ J(x) = \begin{bmatrix} J_1 \\ \lambda J_2 \end{bmatrix} = \begin{bmatrix} J_Z J_w J_T \\ \lambda (J_Z J_w J_T - e_Z J_T) \end{bmatrix}, \]  

(5.4)

where \( J_Z \) and \( J_2 \) are the image and depth gradients with respect to pixel coordinates of dimension \( n \times 2n \), \( J_w \) is the derivative of perspective projection of dimension \( 2n \times 3n \), and \( J_T \) represents motion of a 3D point respect to motion parameters \( x \) with a dimension of \( 3n \times 6 \).

\( x \) is obtained using the pseudo-inverse by

\[ \Delta x = -(J^T W J)^{-1} J^T W \begin{bmatrix} e_I \\ \lambda e_Z \end{bmatrix} \]  

(5.5)

The increments are updated into the base transformation by \( \hat{T} \leftarrow \hat{T} \mathbf{P} \) as long as it is necessary until reaching convergent condition \( \|x\| < \epsilon \).

Commonly multiple resolutions are used for increasing the convergence domain. The minimization starts from a low resolution and the solution is refined using a sequence of higher resolution images. For generating a multi-resolution pyramid each layer has to be low-pass filtered and then sub-sampled to avoid aliasing effects. In the case of depth images, low-pass filtering is problematic as it alters the underlying 3D structure. For preventing this, depth values are always sampled at the highest resolution even though matching intensity values are low-pass filtered.

As explained in Section 3.1.7, when downsampling images using a \( 2 \times 2 \) box filter, the sub-samples are produced in the middle of each \( 2 \times 2 \) region. This needs to be taken into account, when matching points between different layers. In a case of sampling the high resolution depth image, the bilinear filtering coordinates at higher resolution are

\[ x_h = 2^L x + 0.5(2^L - 1), \]

where \( L \) is the amount of layers in-between.

Now since the depth component depends directly on the pose parameters, forward compositional alignment is proposed for bi-objective minimization, because the Jacobian must be updated in every iteration.
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5.1.2 Balancing the cost by $\lambda$

Looking at the Hessian matrix approximation,

$$H = J^T W J = J^T W_1 J_1 + \lambda^2 J^T W_2 J_2,$$

(5.6)

it can be seen how the local curvature of the cost function depends on both intensity and depth differentials. The benefit of incorporating depth measurement shows in this form where the Hessian is less likely to be singular, because the curvature is gathered from two sources. $H$ can be singular in the cases where motion does not infer any appearance changes (e.g. homogeneous regions) or motion infers arbitrary appearance changes (e.g. non-Lambertian surfaces, occlusions). $\lambda$ acts as a gain for the depth component and it is necessary to adjust it for proper balancing of the error function.

Depending on the metric unit of the 3D coordinate system and the local covariances of the components, one of the components of the residual may be negligible or fully dominate the error. This happens for example when pixel noise is numerically comparable to depth variations. Mathematically the wrong choice of $\lambda$ results in cases $H \approx J^T W_1 J_1$ and $H \approx J^T W_2 J_2$, where the fusion does not bring any benefits.

The optimal $\lambda$ is the one which improves the estimated camera trajectory the most when compared to a purely intensity based cost function (Section 3.1.4) or plain ICP (Section 2.5.4). There are mathematical methods such as L-curve based metrics and cross
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validation for automatic selection [47]. L-curve based selection finds such Pareto optimal \( \lambda \) which minimizes both cost components simultaneously by finding the optimal point in the curve whose axes represent the costs of the separate components. In cross validation, on the other hand, a geometry independent \( \lambda \) is learned by finding such parameter which minimizes projection error for an average cost over all leave-one-out combinations of the point data.

The manual selection of \( \lambda \) can be done by simulating the real application by an image sequence with depth maps and experimenting with different \( \lambda \) values. In many application cases the optimal \( \lambda \) can be fixed only once at the beginning if the depth range is known a priori. To automatically determine \( \lambda \) in real-time, a robust ratio between the centers of the \( I \) and \( Z \) distributions is proposed such that \( \lambda = |(\sigma_I / \sigma_Z) * \text{median}(I) / \text{median}(Z)| \approx |\text{median}(I) / \text{median}(Z)| \). By experiments it was noticed that this produces close to manually chosen values for the test sequences used. This formula finds a robust scale factor which balances between the relative uncertainty of the components assuming unit standard deviations \( \sigma_I \) and \( \sigma_Z \). After balancing both depth and intensity distributions have similar numerical variance.

5.1.3 Hybrid pixel selection

It is proposed that pixel selection is done efficiently without sorting the columns \( J \) by neglecting the geometrical component of Jacobian and focusing only on image and depth image gradients. Thus reference points \( P \) are selected into motion estimation using a 2D selection mask where the selection fitness is the combination gradient magnitude

\[
S(x, y) = |\nabla I_x| + |\nabla I_y| + \lambda'(|\nabla Z_x| + |\nabla Z_y|),
\]

where \( \lambda' \) finds the balance between the depth and intensity gradient.

![Figure 5.2: A. Stanford bunny image. B. The best 15% pixels selected by image gradients. C. The best 15% pixels selected by depth gradients. Combination selection is required for constraining the motion the most efficiently.](image)

Selection scores \( S(x, y) \) are accumulated into a histogram and a portion of pixels are selected from the end of the histogram. A histogram is useful, because it is trivial to compute such a threshold which selects \( n \) best pixels efficiently without explicit sorting.
A naive pixel selection first sorts \( n \) points in \( O(n \log n) \) and then selects \( k \) points with the greatest \( S(x, y) \) score. Using a histogram the complexity is \( O(n) \), because full image sorting is avoided. A comparison of intensity and depth gradient based pixel selections is illustrated in Figure 5.2. Note, that same method can be used in M-estimation phase to avoid median computation. These optimizations are used also in the developed GPU implementation (Chapter 6).

Traditional point-to-plane ICP (section 2.5.4) does not focus only on depth map gradient regions but takes the advantage of full 3D point set. It, however, suffers from a degenerate case when the scene is mostly planar, because the motion is not fully constrained. By focusing on gradient regions only, the computational requirement is reduced and the estimate does not easily drift, because the gradient regions often contain varying normals [61].

![Figure 5.3: Itokawa and the corresponding depth map. True Itokawa BRDF is the same as the Hapke model. Specularity will cause problems for intensity based estimation. The rendered picture has a general specular surface for simulating the problem.](image)

5.2 Simulation experiments

Robustness and accuracy improvements were observed using two simulated sequences. In the first sequence, synthetic RGB-D sensor was set to rotate around Stanford bunny, whose image was toggled between textured and plain white. Because intensity based pose estimation relies on image gradients, divergence occurs once in a while when the edge information of the silhouette is not sufficient for tracking (Figure 5.4). This problem is fixed by incorporated depth maps. The depth map matching keeps \( H \) non-singular during tracking and the intended trajectory of a full circle is obtained from camera pose estimation (see video\(^1\)). In the second sequence, the accuracy improvement is obtained by manually finding an optimal \( \lambda \) for a rendered Itokawa sequence. A single gray image and depth image of the sequence are illustrated in Figure 5.3. The depth maps are generated using ray tracing and available asteroid model. The estimated trajectories with and without incorporated depth maps are compared with the ground truth trajectory in Figure 5.4. The figure shows how the camera trajectory is

\(^1\)http://youtu.be/VJkJMpFlIlw
improved when using depth data. Non-Lambertian surface properties of the Itokawa sequence produces error in purely intensity based minimization. The same result is illustrated in a video with\(^2\) and without\(^3\) depth residual minimization.

![Image of Stanford bunny sequence and depth maps](image)

**Figure 5.4:** a) Orbiting sequence around Stanford bunny. A. image from the sequence, B. the corresponding depth map, C. the estimated camera trajectory (red) along with the ground truth (green). Insufficient texturing produces a singular \(H\) which causes divergence during pose estimation. This problem is fixed by incorporating depth maps. b) Simulated Itokawa asteroid sequence. A) A complex camera trajectory is shown to be more accurate when also matching the depth maps. The green curve represents the ground truth camera trajectory and the red curve is the estimated one. B. trajectory of purely intensity-based minimization for comparison.

## 5.3 Results on PRoVisG MARS 3D Challenge

The cost function was also experimented with a real stereo sequence provided by the PRoVisG MARS 3D Challenge [29]. In the task setting, the aim is to automatically de-

---

\(^2\)[http://youtu.be/JWqu97sp1tM]

\(^3\)[http://youtu.be/hIgfGhbusLY]
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termine the 3D trajectory and the reconstruction from a sequence of stereo images. The tasks are divided into dense matching, camera pose estimation and 3D reconstruction.

The given sequence consists of 35 stereo images at 1280 \times 1024 resolution, which have been captured using a moving Mars rover. The cameras have a 64° FOV and the baseline of the stereo camera is 10 centimeters. The estimated length of the rover trajectory is 7.8 meters. The frame rate of the sequence is relatively low compared to the vehicle motion and the images do not contain a large quantity of texture detail as the sand covers the most part of the views. However 3–10 small rocks are visible in the view in all of the frames. There are no major lighting effects in the sequence. An example intensity image and a depth image of the right stereo view along with the corresponding residuals is illustrated in Figure 5.7.

The algorithm was executed on Samsung R530 laptop using single Intel i3 CPU (2.13 GHz). The implementation was written in C++ and relies on Fortran based LAPACK and EXPOKIT routines for linear algebra and matrix exponentials. Figure 5.6 illustrates the optimization delay in milliseconds per frame with and without the depth component. By incorporating the depth component, roughly 50% more delay is added into computation. As a further optimization step, the algorithm could be run in parallel with both cores for halving the delays. It is unfortunate that the competition sequence has low frame rate and SIFT extraction and matching is required. The computational requirement of using SIFT was not evaluated because it was considered redundant phase in a real application where sufficient camera frame rate can be used. Three iterations with the initial cost function were required. Then three multi-resolution layers were used for convergence with the proposed cost function. In these sequences, the M-estimator rejects 20 – 30% of the points by setting zero weights (Figure 5.6). The matrix sizes of the linear equation were kept the same, which is why the rejection does not show in Figure 5.6. In a real-time application FPGA hardware can be used for computing disparity maps [3]. The other additional phases such as pixel selection and 3D point extraction are \( O(n) \) passes for the raw images which are very fast. The quality improvement when incorporating the depth component is difficult to evaluate as the ground truth trajectory for the PRoVisG MARS 3D Challenge has not been published. However by observing Figure 5.5 the camera trajectory and the 3D reconstruction are qualitatively good.

Depth maps were generated by converting SGBM disparity maps into depth format (Sections 3.2.1 and 2.2). The images are low-pass filtered and downsampled into 320 \times 240 resolution using a multi-resolution pyramid because pixel noise has to be filtered out and the minimization of the proposed cost function works more efficiently with smoother gradients. The baseline of the stereo used is small and thus the matching was done using a discrete disparity range of \([0, 32]\). The disparity values were refined into sub-pixel accuracy in post-processing. Finally the obtained disparity map are converted into a depth map to evaluate the cost function.

Local stereo matching methods often produce false discontinuities (Figure 4.10), which are a potential problem for depth minimization as the greatest depth gradients have the greatest influence in the final pose estimate. This is why using a global matcher, such as SGBM, is important because smooth maps are produced by penalizing discontinuities. SGBM assigns discontinuities implicitly whenever image matching starts to fail. When the discontinuities are set locally in the wrong place, small deviations may occur which
are filtered out as a post-process by using $5 \times 5$ median filter.

The proposed cost function is minimized in order to estimate the pose parameters. In a typical application case the frame rate is high enough for using $\hat{T} = I$ as the initial guess. For the given sequence the frame rate is low and an initial guess must be obtained by other means. $\hat{T}$ was generated by first matching temporally a set of 2D points and then minimizing the 2D distance between the warped points and the fixed target points $P_{\text{sift}}$ in the current image. In this experiment, the 2D points were extracted and matched using SIFT. Initial pose parameters were estimated by minimizing the residual

$$e_G = \rho(P_{\text{sift}} - w(P; T(x)\hat{T})),$$

(5.8)

where $\rho$ produces weighted distances and neglects statistically large displacements. Simple M-estimator $\rho(x) = ||x||$ if $||x|| < \tau$ and otherwise 0, was used in the experiment where $\tau$ is a fixed threshold. After minimization, the initial pose will have only small bias which can be corrected by minimizing the proposed cost function (eq. 5.1).

Figure 5.7 illustrates the intensity and the depth residuals after convergence. Real-time performance is reached by using the histogram based pixel selection. Figure 2.5 shows how the Tukey window based M-estimator rejects $20 - 40\%$ of all selected pixels. Pixel selection was set to $50\%$ which produces 38400 points in $320 \times 240$ resolution.
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Figure 5.6: PRoVisG MARS 3D Challenge sequence [29]. a) M-estimator functionality illustrated for the rover sequence. Total amount of selected pixels (inliers+outliers) is set to 50% which produces 38400 points in 320 × 240 resolution. b) Optimization delay per frame in milliseconds with (blue) and without (red) depth component. Incorporating the depth component increases computational requirement by 50%. For a full real-time system disparity maps must be generated by external hardware/GPU.

5.4 Analysis and limitations

The results show that the drift can be reduced by incorporating depth map alignment into into pose the pose estimation. With simulated sequences, depth noise does not exist, and therefore an improvement is easy to obtain. The PRoVisG sequence shows that estimation works but no ground truth trajectory is available for measuring drift. A multi-resolution semi-global block matching was used to produce the initial disparity maps which were converted into depth maps. SGBM implements a smoothness constraint which is somewhat compatible with the sequence. Adjusting \( \lambda \) can be tedious when testing with different sequences. Without an automatic parameter optimization tool, cost function balancing may prevent wider use of this approach. To simplify the selection of \( \lambda \), it can be thought only as Tikhonov regularizer, which is chosen to be a small value. This way one of the residuals is leading the estimation, and the other only prevents ambiguity in cases where the primary residual does not fully determine the 3D motion.

The presented method can be improved by at least by two techniques a) using normal distance instead of Euclidean distance (Section 2.5.4), b) replace hybrid pixel selection by full selection with depth maps and image gradient based saliency selection with the images. The first improvement is obvious since the normal distance based metric has been proven beneficial over Euclidean distance. One example of its performance is the KinectFusion system [53]. The second improvement is based on the insight that one point may not have strong gradient in both image and depth, and on the other hand, full depth maps can be used with ICP. Note that depth map alignment is possible with much wider baseline than photometric minimization. This implies that combination method can be successful by using old reference depth map and a recent image measurement simultaneously (Section 3.1.6). At the end of this project, point-to-plane ICP
Figure 5.7: PRoVisG MARS 3D Challenge sequence. The minimization of the proposed cost function is visualized. A) Image 1 B) Image 2 C) The intensity residual after minimization D) Depth map 1 E) Depth map 2 F) The depth residual after minimization. The remaining error is due to interpolation/filtering inaccuracy, occlusions and depth noise.

was combined with photometric tracking using dense pixel selection (full image for depth maps, salency selection for color images) to improve this approach further (see video4).

The computational requirements are higher when incorporating depth maps to photometric minimization. Because the benefit is small improvement in the tracking accuracy, it is not beneficial to use combination method in all applications. The main benefit appears in applications where larger environments are reconstructed and frame-to-frame estimation bias must be eliminated by all means. In Chapter 8, on the other hand, a real-time tracking solution will be presented which can be made precise simply by increasing texturing in a controlled environment.

---

4 Video: http://youtu.be/drAzCeHua98
Chapter VI

Real-time RGB-D tracking for a low-end GPU

The Microsoft Kinect sensor has sufficient RGB-D quality and frame rate for RGB-D tracking. One of the contributions in this work is a real-time GPU implementation for Microsoft Kinect which has been developed from scratch and can be easily accommodated into applications. The library depends on CUDA, which essentially performs all relevant computations in parallel on GPU threads. The library has been tested using various input RGB-D sequences. Our method was implemented in Ubuntu Linux environment using open software tools, Microsoft Kinect and a commodity PC laptop hardware on which the method runs real-time. The cost minimization requires special attention when aiming at an efficient real-time implementation. Because the computational phases benefit from parallel computing, we implement the full algorithm (6.4) on a commodity GPU. The minimization algorithm can be used for both incremental tracking and keyframe tracking and it scales into multiple threads/cores. Only Cholesky inversion and matrix exponential computation are executed on a single GPU thread. Steinbrücker et al. have recently studied a similar minimization and suggested a real-time GPU implementation [70]. In the following GPU implementation also a M-estimator is supported which can increase robustness with negligible computational cost and minimization is performed efficiently using inverse compositional approach. The implementation accuracy and computational requirements are compared with Kinfu, which is an open-source implementation of KinectFusion [62].

The depth map registration proposed in Chapter 5 increases computational requirements linearly with the number of points selected for minimization. The least expensive way to implement it is to measure depth error with the same points which are already selected based on image gradient magnitude. Still Jacobian re-computation will be required in every iteration. In environments where texturing can be increased, depth registration does not bring benefits. The current implementation is designed to be used in television broadcasting studios where real-time performance is crucial therefore the cost function does not minimize depth residual. This design choice simply favors computational efficiency in a textured environment. Also, when considering applications, where drift is not an option, bundle adjustment or other global techniques are used to
produce a consistent model. It is important that the online tracker is merely locally precise to be able to switch between the keyframes.

## 6.1 Tracking modes

RGB-D pose tracking can be executed in three different modes: incremental, keyframe and SLAM. These modes have been implemented and this section describes each mode. All modes minimize the photometric cost (eq. 3.13) using the inverse compositional image alignment.

### 6.1.1 Incremental tracking

In incremental tracking, a keyframe model is not present and previous RGB-D measurements are used as the motion reference frame. The benefit is that reference will typically be a very similar image to the current one, and photometrical minimization will produce good, smooth results. Incremental tracking has the reference update frequency as free parameter. Automatic reference update is possible by analyzing Median-Absolute-Deviation (MAD) during M-estimation. When the modeling error increases over a threshold, reference update can be signaled. However, signaling reference updates from a GPU side is a bad idea, since it introduces conditional statements and reading back variables into main memory which both are slow on GPU. Therefore a fixed update rate is used. High update frequency implies that Lambertian assumption holds better and tracking will be smooth and precise. The scene appearance can change quickly within few frames and therefore a common update frequency is in practise between $1 - 3$ frames. The downside with incremental tracking is that time-evolving drift will slowly cumulate in a long-term use. Reference update at lower frequency implies that the same geometry will be fixed for a longer period of time, with the cost of worse image similarity. In this case, computational requirements will naturally be lower on average, but the motion must be assumed to be limited.

### Algorithm 6.1 Incremental pose tracking algorithm

**Require:** $\{P^*, c^*\} \leftarrow$Select the best points from 1st RGB-D.

**Input:** $T_{\text{cur}} = T_{\text{ref}} = I$

**Output:** Trajectory $\{I, T_{\text{cur}}^1, \ldots, T_{\text{cur}}^n\}$.

1. for each RGB-D measurement do
2. $\hat{T} \leftarrow \text{Minimize}(I, P^*, c^*, I_{\text{cur}})$
3. $T_{\text{cur}} \leftarrow \hat{T}T_{\text{ref}}$
4. if reference update signaled then
5. $\{P^*, c^*\} \leftarrow$ Select the best points
6. Precompute Jacobian
7. $T_{\text{ref}} = T_{\text{cur}}$
8. end if
9. end for
Algorithm 6.2 Keyframe tracking algorithm.

Require: Keyframe database available
Input: \( T_{\text{cur}} = \mathbf{I} \)
Output: Trajectory \( \{ I, T_{\text{cur}}^1, \ldots, T_{\text{cur}}^n \} \).

1: for each RGB-D measurement do
2: \( \{ P^*, c^*, T_{\text{key}} \} \leftarrow \text{FindKeyframe}(T_{\text{cur}}) \)
3: \( \hat{T} \leftarrow \text{Minimize}(T_{\text{cur}}T^{-1}_{\text{key}}, P^*, c^*, I_{\text{cur}}) \)
4: \( T_{\text{cur}} \leftarrow \hat{T}T_{\text{key}} \)
5: end for

6.1.2 Keyframe tracking

The incremental tracking suffers from time-evolving drift, which is not acceptable in studio use, because it causes virtual items to move away from their correct pose. A fixed 3D model is required to avoid drift (Figure 8.1). In keyframe tracking, a set of fixed RGB-D keyframes exist, which can be used as a global reference for motion. The benefit is that time-evolving drift does not exist. The downside is that the content of the keyframes can easily change due to lighting variations and geometrical displacements in a studio setting. Thus, the keyframe model must be updated whenever lighting conditions or environment configuration changes. However, when keyframes are measured prior to online tracking, this problem can be avoided. Also work has been done to increase tolerance to varying lighting conditions (Section 3.5).

A keyframe model can be generated with various online/offline techniques prior to broadcasting [86, 53]. The online tracking is initialized at the first keyframe whose \( \hat{T} = \mathbf{I} \). The cost function (eq.3.13) is then minimized in each frame to obtain 3D camera pose. The reference keyframe is switched when the current pose becomes closer to another keyframe. The keyframe tracking is sketched in Algorithm 6.2. Online tracking is driftless and very fast due to keyframe pre-computations and the utilization of GPU.

A similarity metric is required to find the nearest key pose \( T_k \). The challenge is to unify rotation and translation differences, because they are expressed in different units. First, we define the relative transformation

\[
\Delta T_k = T_{\text{cur}}T^{-1}_{\text{cur}} \Rightarrow (\theta_k, v_k, d_k),
\]

(6.1)

where \( T_{\text{cur}} \) is the current camera pose. The relative rotation is decomposed into angle-axis representation \((\theta, v)\) based on the Euler’s rotation theorem. The translation between the poses is expressed as the vector \( d \) between the origins. We define a potential keyframe index set as

\[
\Omega = \{ |\theta_k| < \theta_{\text{max}}, ||d_k|| < d_{\text{max}} \mid k \in [1, n] \}
\]

(6.2)

where \( n \) is the number of keyframes in the database. Thus \( \Omega \) contains a subset of keyframe indices whose angle and distance are below user-defined thresholds \( \theta_{\text{max}} \) and \( d_{\text{max}} \). This pre-selection prunes out distant poses efficiently. Thresholds are easy to set based on keyframe density in a 3D volume. The best keyframe is chosen by transforming the view frustum, represented by a set of 3D points, from the keyframe into the current frame and observing the 2D point discrepancy. This unifies rotation and
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Figure 6.1: a) The 3D test point set $\mathcal{P}$ used to compare camera poses is illustrated. $\mathcal{P}$ approximates the view frustum by three 2D point grids. The projection error of $\mathcal{P}$ between the current view and each keyframe view is compared to find the nearest keyframe. b) As comparison, frustum intersection volume based metric. The metric varies little when rotating around z-axis and can behave unpredictable way when the camera angles are significantly different.

translation errors into a single metric

$$s = \arg\min_{k \in \Omega} ||w(\mathcal{P}; \Delta T_k) - w(\mathcal{P}; I)||,$$  \hspace{1cm} (6.3)

where $K_s$ is the nearest keyframe. The idea is illustrated in Figure 6.2. In contrast to frustum intersection, this metric varies significantly also when the camera is rotating around z-axis. The test point set $\mathcal{P}$ is a sparse representation of the view frustum (Figure 6.1). In particular, the frustum is approximated by three sparse 2D grids, each having uniformly sampled depth coordinates in the overall depth range of the RGB-D sensor. The 3D points at different layers are generated by discrete steps along the viewing rays.

6.1.3 SLAM mode

In the SLAM mode, the keyframe database is built concurrently while tracking the camera. The algorithm is listed in Algorithm 6.3. First, an initial keyframe is generated with identity pose using the first RGB-D measurement. Two search ranges $\{\theta_1, d_1\}$ and $\{\theta_2, d_2\}$ are defined, where the second one is required in case the nearest keyframe is out of domain and the map should be extended. When the pose estimate is no longer in the keyframe database domain, a new keyframe is generated. The domain can be checked using the pose distance criteria developed in section 6.1.2. In the current implementation, keyframes can be added until GPU memory runs out. SLAM mode is useful especially when the camera is known to re-enter scenes. For example, when building a 3D model of an appartment, it is sometimes necessary to add missing keyframes to remove holes in the model (see video\(^1\)). Figure 2.8 showcases a loop-closure. The downside of SLAM mode is that keyframes must have very small baseline to the current measurement, otherwise more bias will be generated compared to incremental tracking.

\(^1\)Video: http://youtu.be/aFrV6OLja38
With a sequences that do not contain loop closures, the incremental tracking is a better option, because the Lambertian assumption holds well and large occlusions do not exist. In another example scene, the environment is scanned by hand in almost a direct 360° turn without a loop closure. The incremental tracking produces more accurate result (Fig. 7.11). More details are provided in Chapter 7.

6.2 Features

6.2.1 Embedding distortions in warping function

As discussed in Section 2.1.5, the lens distortions can be corrected by re-sampling the input images using the distortion model. It is better to model the distortions in the warping function, because image re-sampling degrades original image quality and part of the data is even lost. Image re-sampling requires interpolation, which will not produce exact image intensities between the samples. Also the number of distortion operations for a set of points will be smaller than full image resolution even though warping must be be done many times per frame.

6.2.2 Tolerating dynamic foreground

Comport et al. proposes intensity-based M-estimation in a stereo setting [14], because disparity map computation is expensive for each frame. Due to recent development with RGB-D sensors, it is possible to measure both intensity and depth maps in real-time.

Now also depth correlation weights can be computed from the depth residual

\[ e_z = Z \left( w(P; \hat{T}) \right) - e_z^T \hat{T} \begin{bmatrix} P \end{bmatrix}, \]  

(6.4)
Algorithm 6.3 Keyframe SLAM algorithm.

**Require:** Keyframe database contains 1st RGB-D measurement

**Input:** $T_{\text{cur}} = I$, Search ranges $\{\theta_{\text{max}}, d_{\text{max}}\}$

**Output:** Trajectory $\{I, T_{\text{cur}}^1, \ldots, T_{\text{cur}}^n\}$, Keyframe model $K$.

1. for each RGB-D measurement do
2.  newKeyFlag = false
3.  $F = \{P^*, c^*, T_{\text{key}}\} \Leftarrow \text{FindKeyframe}(T_{\text{cur}}, \theta_{\text{max}}, d_{\text{max}})$
4.  if $F = \emptyset$ then
5.    newKeyFlag = true
6.    $\{P^*, c^*, T_{\text{key}}\} \Leftarrow \text{FindKeyframe}(T_{\text{cur}}, \theta_{\text{max}}, d_{\text{max}})$
7.  end if
8.  $\hat{T} \Leftarrow \text{Minimize}(T_{\text{cur}}T_{\text{key}}^{-1}, P^*, c^*, I_{\text{cur}})$
9.  $T_{\text{cur}} \Leftarrow \hat{T}T_{\text{key}}$
10. if newKeyFlag = true then
11.   $\{P, c\} \Leftarrow \text{Select a subset of points with largest gradients}$
12.   Precompute Jacobian
13.   $K = \{K, \{P, c, T_{\text{cur}}\}\}$
14. end if
15. end for

where $Z : \mathbb{R}^2 \Rightarrow \mathbb{R}$ is the depth map function of the current RGB image and $e_3 = (0, 0, 1, 0)$ is used to obtain the current depth value. When the standard deviation of depth measurements is $\tau$, the warped points whose depth differs more than $\tau$ from the current depth map value can be interpreted as foreground objects. The depth weights become

$$w_k^z = \max \left(1 - e_3^2(k)/\tau^2, 0\right)^2. \quad (6.5)$$

The weighting matrix $W$ is now a product of intensity and depth based weighting $\text{diag}(W)_k = w_k^i w_k^z$.

### 6.3 Scalable GPU tracking

The pose estimation described in Section 3.1.4 is implemented on a low-end GPU with 48 CUDA cores. This implementation is important, because it is scalable. Scalability means that performance increases simply by adding new CUDA cores and the code itself does not require any modifications. CPU implementations have scalability problem, because the number of CPU cores increases very slowly compared to GPUs. Whereas the high-end CPUs may have 4-8 cores, the most powerful GPUs, such as the NVIDIA Tesla K10, have 3072 CUDA cores. This GPU implementation has been developed using NVS4200m GPU which is low-end GPU, but achieves real-time 30Hz frame rate. Considering that photometrical minimization benefits from texture details, HD resolution at $1920 \times 1080$ is interesting, because improved image gradient accuracy directly increases pose estimation precision. According to the Kinect 2.0 sensor specifications, it will support HD resolution and directly benefits from this scalable GPU implementation.
Algorithm 6.4 Minimization on GPU.
\textbf{Input: } $I_{L} = \{1,2,3\}$ with 320 $\times$ 240, 160 $\times$ 120, and 80 $\times$ 60 sizes. $\mathcal{Z}$ in 320 $\times$ 240. Iteration counts $\{n_1,n_2,n_3\}$. $\hat{T} = T_0$.
\textbf{Output: } Relative pose $\hat{T}$.
\begin{enumerate}
\item for all $L = \{3,2,1\}$ do \item for all $j = \{1 \ldots n_L\}$ do \item Compute residual $e$ and $W_z$ (6.3.1) \item Determine M-estimator weights $W_c$ (6.2.2) \item $J \leftarrow \sqrt{WJ}$, $e \leftarrow \sqrt{We}$ \item Reduce linear system (6.3.3) \item Solving linear system for $\hat{x}$ (6.3.3) \item $\hat{T} \leftarrow \hat{T} e^{A(\hat{x})}$ (6.3.4) \item end for \item end for \end{enumerate}

6.3.1 Warping

The warping function is applied in parallel to the selected $P_k \in \mathcal{P}$ in the keyframe. The cost function (eq. 3.13) is evaluated using bilinear interpolation. Additionally the points are transformed into IR view for evaluating the nearest depth value (eq. 6.4). By evaluating the depth values directly in the IR view, re-sampling errors are avoided. The depths are used to generate weighting $W_z$. The warping is illustrated in Figure 6.3.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{warping.png}
\caption{The warping of points from keyframe into Microsoft Kinect RGB and IR image coordinate systems. The additional depth lookup from an IR image is required by Equations 5.3 and 6.4.}
\end{figure}

6.3.2 M-estimator

Tukey based weighting using the median absolute deviation of the error distribution, easily becomes a bottleneck on GPU. Therefore, it is proposed that the histogram technique (eq.6.7) is used to find an approximate median. The distribution of the residual is
represented using a 64-bin histogram and \( n \) is set to half the residual length. The CUDA SDK \texttt{histogram64} routine fits this purpose, because it is fast enough to be executed at every iteration and is specifically designed for NVIDIA video cards [57]. By experiment, 64 bins seems to provide sufficient adaptation to different error distribution profiles.

### 6.3.3 Linear system reduction

The reduction of the linear system means computing \( J^T J \) and \( J^T e \). This phase compresses the linear equations from \( n \)-dimensional to six-dimensional space. Reduction is required for each iteration and, therefore it must be implemented efficiently. Matrix multiplication is often computed in parallel by dividing \( k \) dot products into separate threads. In this case, we have only 36 dot products, but our video card can manage 1024 threads in parallel. To gain maximal efficiency, we parallelize the computation in the dot product direction instead. The process is illustrated in Figure 6.4. Each dot product has \( n \) elements, where \( n \) is usually 8192 or more. Dot products are reduced by dividing them into sub-blocks and summing them efficiently in parallel. The total sum is finally cumulated from the sub-sums. \( J^T J \) is a positive semidefinite matrix which is also symmetric. This means it is sufficient to compute only the upper triangle of the values and mirror the results into the lower triangle. This property reduces the number of dot products from 36 to 21. \( J^T e \) requires six dot products. The inversion can be efficiently calculated using Cholesky decomposition due to positive definite property (Section 2.3.6). The explicit inverse of \( J^T J \) can also be avoided by using the conjugate gradient method (CGM) with six iterations. Both approaches are fast due to the small matrix size. The execution times were compared in practical use and CGM required on average 0.0119 ms whereas Cholesky 0.0251 ms on a single GPU thread. These numbers are sequence independent because the number of selected points remains fixed. CGM was chosen, because it is slightly faster.

The parameter vector \( x \) contains both rotational units (radians) and translational units, whose units are fixed in the calibration procedure. It should be noted that a big difference in parameter magnitudes may introduce numerical instability. For example, if the translation units are expressed in millimeters, their scale can be over \( 1000 \times \) radian unit scale. To prevent any potential numerical problems, it makes sense to change the input point scale before computing the Jacobian \( J \) and change it back after final transformation increment has been estimated. In our implementation, we pre-scale the points by \( \frac{1}{1000} \) and post-scale the translation increment by 1000.0. This trick produces parameter vectors whose maximum magnitudes in our test sequences are uniformly order of \( \approx 0.01 \).

### 6.3.4 Evaluating matrix exponential

Matrix exponentials can be computed in closed form using the translation extended Rodríguez formula [40]. Unfortunately is not numerically stable in the most important small angle case. Expokit, however, provides various numerical approaches which are guaranteed to produce smooth mapping [67]. By comparing them with the MATLAB default implementation using Padé approximation, it seems that complex matrix exponential (\texttt{zgpadm}) is the most accurate. Thus, we choose to evaluate \( T(x) = e^{A(x)} \) by the matrix exponential of a general complex matrix in full, using the irreducible rational Padé
approximation combined with scaling-and-squaring. The exponential is computed in a single GPU thread due to sequential nature of the operation. One evaluation takes 0.2613 ms on average. The evaluation is rather slow on GPU, because a single thread must maneuver many sequential operations. Despite using the Lie generators to produce \(SE_3\) group transformations, normalization is still required (Section 2.5.2).

### 6.3.5 Selecting points on GPU

The points used in the motion estimation can be freely selected from a reference RGB-D keyframe. The points which do not contribute to the residual vector through linearization are not useful. A subset of points should be selected, which are associated with the greatest absolute values of the Jacobian [45]. The selected points will then have strong geometric flow \(\| \frac{\partial w}{\partial x} \| > \theta_w\) and/or strong image gradient \(\| \frac{\partial I}{\partial p} \| > \theta_g\). We use a simpler selection criteria and focus on the set of points \(P^*_s\) which only have strong image gradient. This method fits GPUs better, because it does not require sorting of the Jacobian elements.

\[
P^*_s = \{ P_k | \| \nabla I^* (w(P_k; I)) \| > \theta_g, P_k \in P^s \}, \tag{6.6}
\]

where \(\theta_g\) is the threshold which selects \(p\) percent of all points. \(p\) depends on the computational capacity available and the amount of image edges in the application context.

Even though keyframe reference points can be selected in a pre-process, a fast implementation is useful when executing photometric tracking incrementally. We adopt the histogram technique to find the best points efficiently [81]. We seek such histogram bin \(B_i\) for which

\[
\sum_{k=0}^{255} h(k) < n \leq \sum_{k=0}^{255} h(k), \tag{6.7}
\]

where \(n\) is the number of points to be selected and

\[
G = |\nabla u I^* (w(P^*; I))| + |\nabla v I^* (w(P^*; I))| \\
\sum h(\text{histogram}(G/2.0))
\]

Computing histograms on GPU is tricky, because simultaneous writing into the histogram bins is not possible. CUDA SDK presents a method [57] (histogram256) which reduces the problem by creating partial histograms, which are finally summed together.
6.3 Scalable GPU tracking

The data is processed in *warp* sized blocks, where warp determines the amount of concurrent threads. Write collisions can occur inside a warp, but they are avoided by *tagging*. In tagging, a memory slot is tested after a write and if the result is not what is expected, the operation is done again. This guarantees that at least one thread in a warp will succeed. The gradient value range is pre-scaled into \([0, 255]\) which fits histogram256 method exactly. Shams *et al.* developed a similar implementation independently [64]. The downside of the method is that uncoalesced memory writes to global GPU memory are relatively slow. The final \(n\) indices are collected into a packed array. Packing is important because it allows eliminating all non-interesting points from further processing in the pipeline. Packing is implemented on a GPU by assigning each thread a slice of the original index range to compress (Figure 6.5). Each thread stores the interesting points into a temporary packed buffer with the count. The counts must be collected from all threads to determine the final output range of each thread. This allows parallel point selection which scales into multiple threads. Due to the discretization into bins, \(n\) pixels may not match the bin boundary automatically. \(n\) must be divisible by \(T_{\text{max}}\) to match the maximum amount of threads on a GPU. On our GPU \(T_{\text{max}} = 1024\). This is why it is useful to classify points into

\[
P_{\text{semi}} = \{ |\nabla c_k| = B_i \mid \mathbf{P}_k \in \mathcal{P} \}
\]

\[
P_{\text{good}} = \{ |\nabla c_k| > B_i \mid \mathbf{P}_k \in \mathcal{P} \},
\]

where \(P_{\text{good}}\) are all selected and the remaining points are chosen from \(P_{\text{semi}}\) to obtain exactly \(n\) selected points. \(B_i\) is determined by Equation 6.7.

6.3.6 Vertex attributes at different stages

The vertices extracted from RGB-D images originally are associated with 21 float attributes which are used in pre-processing phases. After points have been selected, only 9 float attributes are useful during minimization. Normals are estimated to take into account normal distance based cost evaluation (see Section 2.5.4). With fully image intensity based residuals the compression could be taken further by removing also vertex normals. The table of vertex attributes are illustrated in Table 6.1. Assuming that \(320 \times 240\) points are pre-processed using point selection procedure and only

![Figure 6.5: Index buffer packing illustrated. Each thread selects points from a sub-range. The sub-counts are shared between the threads and the output buffer written.](image-url)
8192 points are selected and compressed, memory consumption per one point cloud is $6.15\text{MB} \Rightarrow 0.28\text{MB}$. This is very efficient compression since only 4.6% of original memory is required.

**Table 6.1:** Vertex attributes. During minimization only fraction of the attributes are required. GPU memory is optimized as soon as preprocessing phase is finished.

<table>
<thead>
<tr>
<th>Uncompressed vertex attribute</th>
<th>Compressed vertex attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-coordinate</td>
<td>$x$</td>
</tr>
<tr>
<td>Y-coordinate</td>
<td>$y$</td>
</tr>
<tr>
<td>Z-coordinate</td>
<td>$z$</td>
</tr>
<tr>
<td>Normal X-direction</td>
<td>$n_x$</td>
</tr>
<tr>
<td>Normal Y-direction</td>
<td>$n_y$</td>
</tr>
<tr>
<td>Normal Z-direction</td>
<td>$n_z$</td>
</tr>
<tr>
<td>Image U-coordinate</td>
<td>$u$</td>
</tr>
<tr>
<td>Image V-coordinate</td>
<td>$v$</td>
</tr>
<tr>
<td>Color R</td>
<td>$r$</td>
</tr>
<tr>
<td>Color G</td>
<td>$g$</td>
</tr>
<tr>
<td>Color B</td>
<td>$b$</td>
</tr>
<tr>
<td>Image gradient-U (layer 1)</td>
<td>$\alpha I_{1}$</td>
</tr>
<tr>
<td>Image gradient-V (layer 1)</td>
<td>$\beta I_{1}$</td>
</tr>
<tr>
<td>Image gradient magnitude (layer 1)</td>
<td>$|\alpha I_{1}| + |\beta I_{1}|$</td>
</tr>
<tr>
<td>Image intensity (layer 1)</td>
<td>$c_1$</td>
</tr>
<tr>
<td>Image gradient-U (layer 2)</td>
<td>$\alpha I_{2}$</td>
</tr>
<tr>
<td>Image gradient-V (layer 2)</td>
<td>$\beta I_{2}$</td>
</tr>
<tr>
<td>Image intensity (layer 2)</td>
<td>$c_2$</td>
</tr>
<tr>
<td>Image gradient-U (layer 3)</td>
<td>$\alpha I_{3}$</td>
</tr>
<tr>
<td>Image gradient-V (layer 3)</td>
<td>$\beta I_{3}$</td>
</tr>
<tr>
<td>Image intensity (layer 3)</td>
<td>$c_3$</td>
</tr>
</tbody>
</table>

### 6.3.7 Preprocessing RGB images

The preprocessor converts $640 \times 480$ Microsoft Kinect Bayer images into a pyramid of $320 \times 240$, $160 \times 120$, and $80 \times 60$. A $5 \times 5$ Gaussian filter is used with downsampling of the high resolution images. Downsampling is almost lossless, because the Bayer images are redundant. $2 \times 2$ block averaging is used to produce the rest of the layers. The lower resolution coordinates are obtained by $x_L = \frac{1}{2^2} x + \frac{1}{2^2} x - \frac{1}{2} L$, where $L$ is the amount of layers in-between. The RGB pre-processing steps are per-pixel operations which are executed in separate threads on the GPU.

### 6.3.8 Point cloud from raw disparity map

The 3D points are generated in parallel by a baseline transform

$$\mathbf{P}_k = T_b z(d_k) K^{-1}_{IR} \begin{bmatrix} \mathbf{p}_k^T \\ 1 \end{bmatrix}, \quad (6.8)$$

where $\mathbf{p}_k = (u_k, v_k)^T$ are the pixel coordinates in the IR view, $K$ is the intrinsic matrix of the IR view, and the $4 \times 4$ baseline matrix $T_b$ maps points from the IR view into the RGB view. Each cloud $\mathcal{P}$ has storage for $320 \times 240$ points which are processed in parallel and stored in a linear array. The intensity vector $c^T$ corresponding to the 3D points $\mathbf{P}_k \in \mathcal{P}$ is
produced by bi-linear interpolation, because the points do not match with RGB image pixels.

### 6.3.9 Online visualization issues

When designing a real-time implementation, visualization needs and performance optimizations are contradictory. On one hand, visualization is necessary for debugging purposes, but on the other hand, with CUDA it can become expensive. CUDA interop is a technology which allows locking OpenGL pixel and vertex buffers for CUDA use. The buffers can be manipulated by CUDA programs and finally rendered using standard OpenGL API. There is no need to copy any data from/to main memory. The buffer locking delay with CUDA interop can vary from negligible delay to tens of milliseconds depending on how it is done. If a locking call is done immediately after graphics rendering has started, huge delay can occur because the call will wait until the rendering has finished. Therefore CUDA manipulations and graphics rendering must be fully separated into different phases. A normal delay with the NVS4200m graphics card is few milliseconds in the worst case. If there are many buffers to be visualized, the run-time performance will be significantly degraded. Therefore it is necessary to consider which data is the most valuable for debugging purposes. The current GPU implementation allows setting a flag per each buffer to determine whether it is allowed to be rendered using CUDA interop or not. The buffers which are withheld from rendering, are simply allocated from GPU memory without a CUDA interop context. This small optimization saves several milliseconds in the GPU implementation but still allows efficient online visualization when necessary.

### 6.4 Accuracy

The incremental tracking is sketched in Algorithm 6.1. In this section the tracking accuracy is evaluated using the RGB-D SLAM benchmark provided by Technical University of München [74]. Kinfu is the open source implementation of KinectFusion [62] (Sec. 3.8). The RGB-D tracking accuracy is also compared with Kinfu (Figure 6.6). Kinfu experiments were executed on a workstation with the NVIDIA Quadro 2000 GPU with 1024MB RAM and 192 CUDA cores, because our development laptop could not provide real-time computations. In this comparison, a fixed 3D model is not used and time-evolving drift is present in both systems. Our real-time tracker is executed in incremental mode without depth fusion. The depth maps were also re-sampled back into disparity maps to fit our implementation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Incremental</th>
<th>Kinfu(3)</th>
<th>Kinfu(8)</th>
<th>Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>freiburg1/desk</td>
<td>2.60cm/s</td>
<td>8.40cm/s</td>
<td>3.97cm/s</td>
<td>41.3cm/s</td>
</tr>
<tr>
<td></td>
<td>52.2ms</td>
<td>135ms</td>
<td>135ms</td>
<td></td>
</tr>
<tr>
<td>freiburg2/desk</td>
<td>1.08cm/s</td>
<td>0.64cm/s</td>
<td>1.30cm/s</td>
<td>19.3cm/s</td>
</tr>
<tr>
<td></td>
<td>35.5ms</td>
<td>135ms</td>
<td>135ms</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Drift and delay compared to Kinfu with (3m)^3 and (8m)^3 voxel grids.
Table 6.2 shows the comparison between our method and Kinfu numerically using two Freiburg sequences with known ground truth trajectory. Our method uses $320 \times 240$ resolution whereas Kinfu uses $640 \times 480$ resolution. The photometric tracking drifts $1.08 \text{cm/s}$ with the slower `freiburg2/desk` sequence and $2.60 \text{cm/s}$ with the faster `freiburg1/desk` sequence. Kinfu has smaller drift with small voxel volumes (such as $(3m)^3$), but seems to suffer from gross tracking failures with bigger volumes such as $(5m)^3$ and $(8m)^3$. The operation volume is limited because a $512^3$ voxel grid becomes too coarse with increasing size and bigger grids not not fit into GPU memory. Also ICP breaks down easily when the scene contains mostly planar surface (e.g. floor) \footnote{Video: http://youtu.be/tNZd1psdTrE}. Thus the scene must contain sufficient geometrical variations. Drift was measured by dividing the input frames into subsegments of several seconds ($10s$ and $2s$ correspondingly) whose median error was measured against the ground truth. $1$ second average error was computed from the median subsegment. The error values were computed from bigger windows to average out random perturbations and neglect Kinfu tracking failures, which occurred in all cases except on `freiburg2/desk` using $(3m)^3$ volume. Our photometric tracking has generally smaller drift with the faster `freiburg1/desk` sequence, but both Kinfu (with the most compatible grid) and our method lose tracking once during the sequence. In this case $(3m)^3$ grid does not contain constraining geometry and operates worse than a bigger volume. Re-localization issues are discussed later in this chapter. Kinfu’s dependency on careful setting of volume size, and dependency on geometrical variations makes it unsuitable to be used in our application. In many applications, the scenes can easily be larger than $(3m)^3$ and sufficient geometrical variation is more difficult to guarantee than sufficient texturing. Our photometric tracking operates without failures even when planar surfaces are present, because our cost function matches also texturing. Memory consumption can be low even in larger operating volumes, because the keyframe placement can be optimized based on the camera motion zones.

\section*{6.5 Results}

The minimization algorithm is implemented on a low-end NVIDIA Nvs4200m GPU using CUDA. Our laptop GPU has 48 CUDA cores and it allows executing 1024 parallel threads on a single multi-streaming processor. Because our implementation divides the computational task into $n$ threads, it is scalable and benefits from GPU hardware development. However, despite that the system can be executed with a fraction of GPU capacity compared to KinectFusion, the accuracy is not essentially different. In effect, the system operates at 30Hz and the computation takes 23ms which leaves 10ms for rendering the augmented graphics. The computation time of the processing phases is illustrated in Figure 6.7. The green bars represent the minimization phases which directly scale into $n$ threads and therefore become faster with more powerful GPU. 8192 points are selected and the minimization uses three multi-resolution layers $80 \times 60$, $160 \times 120$ and $320 \times 240$. The corresponding iteration counts are 2, 3, and 10 for each level of the pyramid. These numbers are representative of the current performance at the time of writing this text. The drift removal is possible by tracking with respect to a static keyframe model, which has been globally optimized.
Figure 6.6: Kinfu performance compared with photometric tracking using freiburg_desk2 sequence with motion capture ground truth (green trajectory). Kinfu is executed with \((3m)^3\), \((5m)^3\) and \((8m)^3\) voxel volumes. The red trajectories on the left are output from Kinfu. Based on the trajectories, Kinfu gains lower drift due to structure integration, but planar surfaces cause tracking failures. \((3m)^3\) volume does not contain the floor and therefore Kinfu works well. On the right, the yellow trajectory is the proposed incremental RGB-D tracking result. Problems with planar surfaces do not exist, and the method allows larger operating volumes due to lower memory consumption. By using keyframes, the drift can be completely eliminated. The green dots reveal the selected points.
Figure 6.7: GPU tracking time distribution (23 ms) for one frame. Green bars represent phases scalable to $n$ threads. The red bar is executed by a single thread. The gray bar (lock) contains CUDA interop delays which are only required for visualization. d2z is disparity to depth conversion, multi is multi-resolution pyramid generation, pcloud is the 3D reconstruction, warp contains the cost function evaluations, mest is the M-estimation, reduct is linear system reduction, and minc motion estimation and update.
The keyframe SLAM algorithm (alg. 6.3) is tested in an apartment. The goal is to generate a 3D model without holes in the geometry. After recording a video, GPU-boosted RGB-D tracking is executed which produces 3D trajectory. Whether or not RGB-D tracking uses keyframes, only the trajectory is stored. The model keyframes are selected by looping the trajectory and storing a keyframe whenever user-specified angular or translational distance to the existing model is exceeded. The neighboring RGB-D measurements to the keyframes are efficiently localized (timestamp or frame index) and depth map fusion is executed. In depth map fusion, keyframe depth maps are filtered using all RGB-D measurements available. Then, optionally, bundle adjustment is possible for the full model. The results presented in this paper do not use bundle adjustment at all, because the sequences are relatively short and pose error remains small. Finally watertight polygon model is generated from the RGB point cloud using Poisson reconstruction method. Keyframe images are stored into a single texture and UV coordinates are generated for each polygon. The textured mesh is then stored in a simple Wavefront format which can be loaded into various standard 3D modeling programs for further refinement. The video\(^3\) illustrates the full process for sequence Room A.

The phases in our process are thus

1. Record RGB-D video (manual)
2. Generate 3D trajectory by RGB-D tracking (automatic) (chap. 6)
3. Select keyframes (automatic)
4. Depth map fusion (automatic) (sec. 7.1)
5. Optional : bundle adjustment (semi-automatic) (sec. 7.2)
6. Watertight polygonization (automatic) (sec. 7.3)
7. Texture map generation (automatic) (sec. 7.4)
8. UV coordinate generation (automatic) (sec. 7.4)
9. Store Wavefront mesh (automatic)

\(^3\)Video: http://youtu.be/tD3lFxrChaw
7. Watertight and textured 3D reconstructions by RGB-D tracking

7.1 Depth map fusion using RGB data

By noting that local tracking is always accurate, depth map accuracy can be increased by local data fusion. Because the keyframes are sparsely selected from the stream of RGB-D measurements, they do not automatically utilize all information available. The intermediate point clouds, which are not selected as keyframes, are warped into a nearest keyframe and the final maps are filtered in post-processing. In effect, this improves depth map accuracy and fills holes. If larger resolution is used during depth fusion, more precise depth maps can be obtained [44]. In general environments with occlusions and complex geometries, the warped depths may form multi-peaked depth distributions in the reference view, and a method is required for determining a local depth range which contains the best depth value. The depth maps are corrupted by measurement noise, whose magnitude and distribution depends on the measurement device, the scene content and the distance. Noise is often managed by imposing smoothness constraints on the environment geometry. Such constraints can also cause problems as they might connect sparse geometries and add surfaces where they do not actually exist.

One method to avoid smoothness constraints is to use median filtering for each points independently. This approach has been taken, for example, by Hirschmüller [25]. When the depths are transformed, only one point is allowed per each target pixel. In case of multiple points, the nearest one to camera is selected. Median filtering is rapid, robust and can be executed in parallel per each pixel using, for example, Quickselect algorithm [58]. Median filtering is especially useful when the depth values may have large variances (for example stereo camera + template matching). Depth maps with small variance can be used as initial guess directly. When the initial guess exists, bounds can be generated within which local averaging can take place. The inverse depth samples within $z_m \pm \delta$ are averaged to find the robust estimate (Figure 7.1). Inverse depths are more likely to have Gaussian distribution in stereo based settings [13, 48]. $\delta$ is the depth sample window, which is user-specified. $\delta$ depends on the RGB-D sensor depth noise level.

$$\frac{1}{z_f} \approx \frac{1}{n} \sum_{k=1}^{n} \frac{1}{z_k}$$

Figure 7.1: Robust depth estimation. A local average is computed within bounds near the median depth. Inverse depths are more likely to have Gaussian distribution in stereo camera settings. In case of small depth error, the bounds can be directly initialized near a depth map measurement.

As can be seen from Figure 7.2, the area covered by a pixel increases with depth. If the median is computed per each pixel, care should be taken that $(\Delta x, \Delta y)$ will be bounded for the samples. Ray distance based uncertainty is roughly proportional to $\sigma_r \approx \frac{1}{f} \sigma_{pix}$, where $z$ is the depth value, $f$ is the focal length and $\sigma_{pix}$ is the standard deviation of an image coordinate [13].
Now the depth values are defined by local averages near the median depth. It is expected that depth values are close to correct value. Thus photometrical adjustment is possible within uncertainty bounds. The bounds are generated by computing Gaussian variances from the depth samples near the optimum. Raw disparity maps are provided without any confidence measure. The Microsoft Kinect’s benefit over a stereo camera is that structural error distribution is often local, where dense matching methods may produce any distribution depending on the scene texturing. Local error distribution in structure is crucial both for pose estimation and structural estimation. Locality reduces computational requirements and allows searching the best estimate within bounds. A large portion of the outlier points can be neglected based on color deviation to the keyframe pixels. Thus, prior to any filtering, it is useful to discard the points whose color difference to the reference color is larger than a threshold. The basic algorithm is listed in Algorithm II.1.

The filtered depth map can be photometric refined further using the standard deviations with Algorithm II.2. In practise, OpenMP is used to parallelize computations on CPU. The benefit with discrete optimization is that it works even when the amount of image measurements is small. An example standard deviation image is illustrated in Figure 7.3b. As can be seen, the standard deviations increase monotonically as function of distance. The standard deviations are used to bound a photometrical refinement phase, which seeks the best depth value in terms of a re-projection error into multiple views (Sec. 3.7). The candidate points are generated by dividing the bound region evenly into \( n \) points.

7.2 Optional bundle adjustment for a 3D model

In the case that pose errors at the boundary keyframes contain too much drift, a global pose refinement must be done using bundle adjustment or a graph optimization framework [36, 37]. In smaller spaces, the initial pose estimates are, however, sufficiently accurate. Sparse bundle adjustment (SBA) can be used to remove the small global error at the end of estimated camera trajectory [37]. SBA does not converge without a good initial guess. Sometimes an initial guess can be successfully extracted from an unordered image set by extracting and matching feature points and initializing camera configurations using their geometrical relations. The process is error-prone because image content such as homogeneous texturing and repetitive patterns prevents reliable
Figure 7.3: Photometrical refinement for a 3D model. a) The green points are selected for photometrical refinement. Only the regions with strong gradient can be photometrically refined. b) Depth standard deviation image after depth map fusion phase. The photometrical search bounds are set based on this image. c,d) The cost values visualized for \( n \) depth values within the bounds. White color denotes low cost and black high cost.

extraction/matching, SBA is then used to optimize global configuration. As a result the camera trajectory is improved and multiple geometries disappear (Figure 7.4).

7.2.1 Interactive editor for bundle adjustment

An interactive tool was built to generate annotations for projection points (Figures 7.5,7.6). The editor produces a list of 3D points and their projections in all keyframe views in a small text file. A mouse is used for 2D point selection and linking across the views. The editor visualizes a 3D line segment for each 2D point. The line segment starts from the camera origin and ends at the 3D point determined by the depth map. Therefore its easy to verify that 3D points are associated with precise depth measurement. Finally, the output file is directly used to execute bundle adjustment function in SBA library.
7.3 Watertight polygonization

Polygon models are compact in their memory consumption and are better supported by standard 3D modeling programs than point clouds. A polygonization phase generates a polygon mesh from a point cloud. There are various methods available which generate polygon models from point clouds [5], but the main criteria in our applications is tolerance to noise and missing data. This rules out basic Delaunay based triangulation methods. Marron et al. acknowledge noise in the point clouds and propose a greedy method for rapid polygonization [43]. The method does not fit implicit surface to a point cloud, but incrementally grows surfaces by inspecting the near vertices with oriented normals. Triangles are generated based on local planar regression, to take into account noise in the raw point data, and also hole filling is supported. Marron’s method has been used in Kintinous system which documents the results [89]. In the presence of sampling noise, an alternative and common approach is to fit the points using the a zero level-set of an implicit function, such as a sum of radial base or piecewise polynomial functions [30].

In this work, the Poisson method is selected, because it produces a watertight surface based on a photometrically refined, oriented point cloud [83, 32]. The point normals are derived from the depth fused maps (eq. 2.59). Oriented points are transformed into a reference coordinate system. The Poisson method finds a scalar function whose gradients best match the vector field, and extracts the appropriate isosurface. The algorithm uses OpenMP for multi-threaded parallelization and octree data structure to reduce memory consumption [32]. To further avoid memory limitations, the mesh could also be done piece-by-piece using a single, moving reconstruction volume. The most interesting parameters are octree grid resolution, point weights and minimum point count in an octree node. Because octree resolution is limited, the resulting mesh may
become over-smooth at complex regions. The reconstruction accuracy depends mostly on the precision of the oriented point cloud. With Microsoft Kinect sensor, the depth noise increases with distance. In our tests, we measure distance to the camera and set quadratically decaying point weights. Poisson reconstruction result without and with depth fusion can be observed in Figure 7.7b. Notice how Poisson method generates the floor and fills holes despite that measurements do not exist (compare with Fig. 7.7a).

### 7.4 Mesh texturing

The example sweep in Figure 7.7a created 23 RGB-D keyframes whose textures are redundant in color due to Bayer filtering. The images are downsampled into $320 \times 240$ resolution and stored into a $2048 \times 2048$ texture (Figure 7.8). The size is good for testing purposes and it allows $6 \times 8$ keyframes to be used.

The Poisson polygons which are in the visible range of the RGB-D sensor are projected onto all keyframe views and UV-coordinates are generated. Poisson reconstruction module outputs polygons with $n$ corner points. 2D area of a polygon $\triangle$ is evaluated...
7.4 Mesh texturing

Using the following formula

\[
A(\triangle) = \frac{1}{2} \sum_{k=0}^{n} \det \left( \begin{bmatrix} p_k^T \\ P_{\text{mod}(k+1,n)}^T \end{bmatrix} \right),
\]

(7.1)

where points \( p_k = (u, v)^T \) are the corner points of a 2D polygon. The formula applies to convex and concave polygons as long as they are not self-intersecting. When a polygon is visible in more than one view, we choose to favor largest spatial resolution with the formula

\[
\triangle_{uv\text{key}} = \arg\max_j A_j(\triangle) \in \mathbb{N},
\]

(7.2)

where \( \triangle_{uv\text{key}} \) is the index of the best UV-mapping keyframe (Fig. 7.9). Because frequent switches in UV-mapping directions can cause visually disturbing seams, mapping can be improved by enforcing the locally dominant keyframe. One method to do so is to recursively enumerate connected polygon neighbors in \( n \) passes, and then prefer the mapping direction which has the largest number of votes. Finally the selected UV-coordinates are converted into global texture coordinates and stored. The keyframe images are not undistorted to better maintain maximum texture quality. The resulting meshes can be observed in Figure 7.12.

When final texturing is patched together from keyframes, some color banding effects may occur if brightness varies across the images. Manual camera settings reduce global lighting variation across images. To reduce the problem further, averaging or median...
Figure 7.7: Room B sequence. a) A keyframe model obtained by executing keyframe SLAM in an apartment. b) Watertight Poisson reconstruction without and with depth fusion. Notice how holes are filled and missing regions such as the floor appears.
7.5 Memory consumption

Figure 7.8: Keyframe images are stored into a single big texture.

filtering could be attempted. Also more sophisticated multi-texture blending methods exist [59, 75].

7.5 Memory consumption

The memory consumption is shown in Table 7.1. The consumption is separated into geometry and texture consumption for Poisson meshes. The datasets Room A, Room B and Kitchen have 47, 23 and 14 keyframes. After the trajectory has been estimated, a raw point cloud is generated. The minimum requirement per vertex is 9 attributes (position, normal and color). After Poisson reconstruction and texture mapping, the vertices require only 3 floats (x,y,z) and n triangles have in total 9 * n attributes (3 * 2 UV coordinates + 3 * 1 index). In addition texture map requirement is computed directly as k * 320 * 240 * 3, where k is the number of keyframes. Table 7.1 shows memory footprint for 2^7, 2^8, and 2^9 octree grids. The corresponding geometric quality is illustrated in Figure 7.10. The reconstructions in Figure 7.12 are generated using 2^9 grid.

Table 7.1: Memory consumption of the test sequences.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Raw</th>
<th>Poisson(9)</th>
<th>Poisson(8)</th>
<th>Poisson(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room A</td>
<td>124 MB</td>
<td>(32 + 12) MB</td>
<td>(7.8 + 12) MB</td>
<td>(2.0 + 12) MB</td>
</tr>
<tr>
<td>Room B</td>
<td>60.6 MB</td>
<td>(21 + 5) MB</td>
<td>(5.8 + 5) MB</td>
<td>(1.6 + 5) MB</td>
</tr>
<tr>
<td>Kitchen</td>
<td>36.9 MB</td>
<td>(14 + 3) MB</td>
<td>(3.8 + 3) MB</td>
<td>(1.1 + 3) MB</td>
</tr>
</tbody>
</table>
Figure 7.9: Poisson(7) polygons are projected onto keyframe images. UV-coordinates can be chosen from the view which has the best spatial resolution. The corner of the shelf is visible in two different keyframes, but the selection favors the left image, because the camera is closer.

Figure 7.10: Kitchen scene reconstructed with $2^7$, $2^8$ and $2^9$ octree resolution. Phong shading reveals the level of geometrical details at each resolution.
Figure 7.11: Room B sequence. Reconstruction bias in when operating in a) incremental mode, b) SLAM mode. After 360° turn the first and last keyframe should map points consistently into a single 90° corner. In this case a) is slightly more precise, because subsequent images are photometrically the most comparable with negligible interpolation errors.
Figure 7.12: Final textured Poisson meshes loaded into Meshlab for inspection: a) Room B, b) Kitchen. Poisson reconstruction produces watertight mesh, whose texturing is photorealistic as it is directly mapped from the keyframe images. The cost of reduced memory footprint is over-smoothing, which may occur at thin surfaces such as the shelf in 7.12a. Also lighting changes can be detected at seams where texture data source switches from one keyframe to another. Otherwise the models are photorealistic and in metric units.
In this chapter, a real-time camera tracking system is developed for television production studios based on our GPU implementation. The aim is to reduce the costs of match-moving in studio environments by introducing an affordable RGB-D sensor based camera tracking tool which operates in real-time, fits studio use, and only requires a low-end GPU. This system has the following novelties in comparison to other low-cost camera tracking solutions [1, 53]. 1) A RGB-D keyframe-based tracking method is proposed, which does not suffer from time-evolving drift. A static studio scene is first modeled as a database of RGB-D keyframes, which are obtained by using incremental photometric tracking approach and fine-tuned using bundle adjustment. The database is then used as a reference for real-time pose estimation (Figure 8.1). By defining the camera tracking problem relative to the nearest keyframes, drift is avoided. It will be shown how the keyframe tracking eventually outperforms incremental tracking. The estimation is robust due to gradient-based pixel selection and an M-estimator.

When aiming at processing dense RGB-D data in real-time, the algorithms must be parallelized to obtain sufficient performance and scalability properties. 2) The computational scalability of the camera tracking is improved by designing the full algorithm for a low-end GPU. A detailed description from a cost function definition into an efficient GPU implementation is given.

3) With a static keyframe-based 3D model available, the dynamic foreground points are rejected from the camera pose estimation by observing discrepancies in intensity and depth simultaneously. Generally in RGB-D tracking, outliers both in color and depth can exist (occlusions, foreground objects, lighting effects etc) and must be taken care of. Our results are verified in a real television broadcasting studio with and without foreground dynamics. By these steps, RGB-D based tracking is evaluated in actual application use [84].

\[^{1}\text{http://youtu.be/L_0Lnc70qU}\]
8. Augmented Reality in Live Television Broadcasting

Figure 8.1: A RGB sensor is used to build a keyframe database which contains the views in the camera motion zone. The TV camera pose is estimated by registering the image content with the nearest keyframe.

8.1 System

An overall sketch of the full system is illustrated in Figure 8.2. The system consists of a motion capture studio (NaturalPoint Optitrack [51]) which sends motion capture stream in real-time to a Linux client which uses Panda3D engine to render an interactive 3D character into live TV broadcast. The camera pose is tracked using the developed GPU implementation (Chapter 6). First a static keyframe model is recorded using keyframe SLAM mode prior to broadcasting. Then live tracking utilizes the keyframe model to obtain driftless tracking which is robust to foreground actors when sufficient portion of background remains visible. A professional HD camera is calibrated with the Microsoft Kinect sensor and the depth maps are re-sampled to match HD camera point of view. The depth maps are available to AR composition, where the final pixels are selected based on the distance.

8.1.1 AR graphics using Panda3D

AR graphics are rendered in real-time using Panda3D engine. Panda3D is a library of subroutines for 3D rendering and game development [11]. The library is C++ with a set of Python bindings, but in this project only C++ components were utilized. Panda3D was created for commercial game development, and its primary users are still commercial game developers. It was developed by Disney for their massively multi-player online game Toontown, and has also been used in the Pirates of the Caribbean game. It was released as free software in 2002. Since version 1.5.3, Panda3D has been released under the modified BSD license, which is a free software license with very few restrictions on usage. Panda3D is currently developed jointly by Disney and Carnegie Mellon Univer-
Figure 8.2: A schematic view of the overall broadcasting system. The RGB-D sensor is attached to the TV camera and oriented either towards the scene or toward the floor. The former configuration uses background scene texturing and the latter textured carpet for 3D tracking.

sity’s Entertainment Technology Center. In this project, Panda3D is used to render AR graphics into live video stream from the current camera angle (Figure 8.4). Panda3D animates a character using the skinning technique, where a discrete set of rigid bodies deform skin vertices based on their bone weights.

8.1.2 Motion capture system for live character animation

In our studio application, we experiment the Optitrak system for live 3D character animation. The Microsoft Kinect SDK has a built-in skeleton tracker, but it is only useful for games which do not require maximal precision. The tracking uses a single point of view and therefore can not always track the full body configuration. Tracking failures happen with complicated/partially occluded motion. When the pose is too complicated for the tracker, it is enforced to match its training data [65]. Despite the shortcomings, the Kinect SDK pose estimator is an alternative for low-cost live motion capture. The NaturalPoint Optitrack system, however, is more precise, because it uses tens of cameras for skeleton tracking. The system is bundled with Arena software which supports real-time 3D character pose streaming. 24 cameras in a truss setup track character pose in 3D based on retro-reflective marker motion (Fig. 8.3). The markers are illuminated by IR light sources which are attached to the cameras. In this case, the IR light will not
interfere with the RGB-D sensor, because the motion capture system is not setup in the same space with the scene (Figure 8.2). An actor wears a special full-body costume where the markers are attached. The tracking operates fully in IR zone. Arena software receives a synchronized set of IR images, extracts the marker 2D coordinates and reconstructs a sparse 3D point cloud. The software fits a fixed skeleton structure into point cloud and converts the data into a set of rigid bodies. The software uses NatNet protocol for real-time data broadcasting over a network. A custom client software was implemented which connects to Arena and receives the data. The motion parameterization is mapped to a Panda3D 3D character, which is created in Blender. The skeleton armature was made compatible by inspecting and replicating Arena software output. Because the local coordinate systems did not automatically match, fixed conversions were required from the Arena definition into the Panda3D format. Also the bone scales vary depending on the motion capture actor. Therefore local scale adjustment was made possible, which functions by scaling the relative translations between the bones.

![Figure 8.3](image1.png)  
(a) 24 cameras in truss setup are used to track live 3D character motion.  
(b) Optitrack skeleton structure  
(c) Blender skeleton structure

8.1.3 AR composition using depth maps

AR composition was experimented on the GPU using a custom-made cg shader [42], which compares Kinect depth value and AR character depth value and renders the source which is closer to the camera (Figure 8.4). Depth map up-sampling is necessary when registering range images with professional HD camera images. When a point cloud is transformed and projected onto a RGB image, it will produce an irregular set of 2D sample points whose data should be interpolated over the full image. If the point set is relatively accurate, a connected mesh (based on the original image grid) can be ray casted to obtain a depth value for each pixel. In a trivial approximation, the source depth map is up-sampled and the points are directly transformed into a target view. All holes are not filled, but computational requirements will be low when using a parallel implementation.

Also novel methods are available, but have not been tested in our application. *Joint bilateral up-sampling* is a method which uses a high resolution RGB image to guide depth
8.2 Studio lighting and Microsoft Kinect

map filtering [35]. A depth data is diffused within precise edges in the HD image using a bilateral filter. The process is continued by a sequence of post-processing passes which improve depth map continuity locally until the quality is sufficient [69]. One pass discretely optimizes such depth variants which produce smoothest neighborhoods. Local discontinuity is used as the error function, and pixel domain is the same as with the initial bi-lateral pass. The subregions which are already smooth are not altered. This approach is GPU-friendly because each subregion can be processed independently. Depth discontinuity weights are not used, and therefore problems can be expected on depth discontinuity regions where color does not significantly change.

Capturing HD images directly into GPU memory is possible using NVIDIA SDI capture card which is placed to the side of a graphics card. Then data transfer is possible transparently and directly into the GPU memory. This setup is particularly useful because transfer of full HD image resolution (1920 × 1080) easily becomes a bottleneck. Typical graphics cards store images first into RAM and then upload them into the GPU. In this applications, the GPU is heavily used already and memory transfers must also be optimized.

In practise, the depth maps obtained using a RGB-D sensor have an amount of measurement noise, which produces noise to composition. The depth values are captured correctly at sofa regions, but especially floor and background wall contain noise. Visual artifacts are possible only in preview use, such as when practising scenes which have virtual 3D characters. For noiseless composition, Ultimatte chroma keyer performs purely key color based composition. Ultimatte was experimented in a live television broadcast without problems.

8.2 Studio lighting and Microsoft Kinect

In studio environments, the color constancy assumption works well, because lighting can be fixed. The keyframe database will be valid as long as the lighting conditions do not change. However, the Microsoft Kinect sensor adapts to environment lighting changes by default. This degrades the tracking algorithm performance and prevents total lighting control during broadcasting. Due to Ubuntu Linux operating system, the freenect API was used in the project as it is compiles easily on Linux and is customizable and open source. The API operates by sending and receiving messages using the USB channel. According to reverse engineered protocol documentation, it is possible to fix white balance and exposure parameters. By experiment, the initial values could not be set however. The initial values are determined by the current lighting conditions. This is slightly restrictive since, for example, the frame rate easily switches into 15Hz if the initial conditions are low light. Also OpenNI drivers are available for Linux, but were not experimented. The Microsoft Kinect RGB camera is of low quality and in standard studio lighting conditions the colors can saturate (see Fig. 8.5). Also specular surfaces must be avoided in the scene and external IR light must not exist.

With professional HD cameras this is not the case since they have remarkably better dynamic range (Figure 8.6). To circumvent this limitation, the RGB-D sensor depth maps can be directly calibrated with a HD camera [23] (Section 8.1.3).

\[^{2}\text{http://www.ultimatte.com}\]
Figure 8.4: A real-time AR broadcast with virtual 3D characters which are rendered from the estimated pose using Panda3D. See example video\(^1\).

### 8.3 Tracking configurations

Two different tracking configurations are considered. The RGB-D sensor is oriented either towards the scene or towards a textured carpet on the floor (Figure 8.7).

#### 8.3.1 RGB-D sensor towards the scene

This is a novel approach, which allows using high quality gradient information from HD images to increase RGB-D tracking accuracy. Professional HD cameras are also compatible with studio lighting conditions (Section 8.2). The challenge is, however, to avoid the foreground actors during the estimation. When HD images are directly stored to GPU memory, AR composition is possible with a customized technique. By implementing chroma keying directly on GPU, the system costs are significantly reduced. The de facto standard is the Ultimatte keyer, which performs chroma keying in many production studios and costs 25k€.

During broadcasting, the scene will contain moving actors. The pose estimation should only use the static background in order to avoid estimation bias. After the static keyframe
8.3 Tracking configurations

8.3.1 RGB-D sensor towards the studio

After a model has been captured, the scene can be segmented into static and dynamic components. The segmentation is useful for weighting the dynamic foreground out from camera estimation. The Tukey weighting is illustrated in Figure 8.8. The estimation requires a sufficient amount of visible points and, therefore, foreground actors are not allowed to occlude more than a fraction of the selected points. In the Figure 8.8, roughly 1/3 of the keyframe points are occluded and the tracking still works. See an example video of M-estimator performance in a scene with extreme foreground motion⁴. The moving actor does not disturb camera tracking when relying on the keyframes.

In case multiple cameras are used during the broadcast, RGB-D sensors interfere each other, because each sensor projects an IR pattern towards the scene. Reconstructing a precise depth map from a mixed IR pattern is difficult. One solution has been proposed by Microsoft Research to overcome this problem [9]. The idea is to literally shake the RGB-D sensors to blur the interfering patterns out from the disparity map estimation. In practise, attaching a shaking device into TV camera requires special attachment method.

8.3.2 RGB-D sensor towards the floor

This is a typical industrial solution, because outliers do not exist and a simply homography mapping models image changes (Section 3.1.3). In the experiment, A flower pattern

---

⁴http://youtu.be/iVdYPbHY2ro
was printed on a $2.5m \times 2.5m$ carpet and set below a TV camera. The flower pattern provides excellent image gradients in all directions and does not have repetitive texturing which could confuse the tracker. The RGB-D sensor was attached as close to the TV camera objective as possible and oriented towards the carpet. The RGB-D tracker was executed in the SLAM mode (Section 6.1.3) and thus the pattern is learned concurrently to tracking (Figure 8.9). Multiple AR characters were positioned on the carpet and animated using a single 3D pose stream sent by the Arena software. The floor was estimated from the first RGB-D measurement by plane regression. Plane parameters are used to position AR characters exactly on the floor level. Then camera is rotated and translated in 3D space above the floor. AR graphics remain at their correct floor coordinates through-out the experiment.\footnote{http://youtu.be/CpXXWECDDSo}

This configuration allows using a green-screen for background subtraction and allows
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Figure 8.8: The points which currently participate in pose estimation are selected based on the image gradient magnitude. M-estimator weights are damped by the depth residual based weights to neglect the dynamic foreground. The weight 1.0 is assigned to the green points and 0.0 to the red points. The foreground actors can cause a tracking failure in KinectFusion system [53].

using multiple cameras, because the RGB-D sensors do not interfere each other. Now the background scene is fully computer generated, and rotates and translates based on the camera pose (Figure 8.7d). Because TV camera and RGB-D sensor are pointed to different directions without any overlap, the estimation of the relative transformation is trickier. Rotational motion is the same for both cameras, because they belong to the same physical body. The RGB-D sensor was placed as close to the TV camera objective as possible to minimize translation bias.

The angle and translation range is limited when using a textured carpet and a green-screen. In our studio, the green-screen was set only on one wall and it was difficult to rotate the camera and maintain fully green images. The rotation range was only \( \sim 45^\circ \). The carpet also limits translational motion to one meter in all directions. In many TV studios, fancy camera motion does not exist, and cameras are only little rotated, translated and zoomed during the broadcast. Thus carpet solution is practical in studio use and can replace pan/tilt heads, which mechanically measure limited camera motion.
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Figure 8.9: a) A carpet with a flower pattern used for 3D camera tracking. Selected points on green. b) 3D map of the carpet built concurrently. c) Nearest keyframe points illustrated on green. d) AR graphics positioned on the carpet coordinate system.

8.4 3D modeling of a studio environment

The same pipeline described in Section 7 is useful for 3D modeling of a studio environment, but in addition a keyframe consistency check turned out to be useful (sec. 8.4.1). The initial setup contained an IR emitting lightsource and a specular statue which corrupted regions in the depth maps.

A polygon model is useful when designing AR interaction in a reference coordinate system. It allows defining AR placement in the scene and enables motion with collisions to real world objects. Despite the fact that the algorithms formulated in this project all utilize point based reconstructions, polygon models are more compact in their memory consumption and are better supported by standard 3D modeling programs such as Autodesk’s 3DSMax and Meshlab. A Poisson polygonization was discussed in Section 7
and an example in studio environment is illustrated in Figure 8.10 with video\textsuperscript{3}.

![Wireframe model of TV studio scene via Poisson method.](image)

**Figure 8.10**: Wireframe model of TV studio scene via Poisson method.

### 8.4.1 Depth map noise in a studio environment

Image-based pose estimation depends on the depth map quality and the amount of static edges. An experiment was carried out to check how consistent 3D structure is produced when combining the selected keyframe points from multiple keyframes into one reference coordinate system. An example studio scene is illustrated in Figures 8.1 and 8.4. When four keyframes are combined in Figure 8.11, it can be noticed how the IR emitting light source and the black specular statue in the scene produce inconsistent edge information. False depth coordinates bias pose estimation, because motion across images is not fully explained by camera motion. M-estimator reduces outlier problems, but does not prevent bias, because also outlier points with small residual are accepted. IR emitting or specular surfaces should not be placed into the studio scene, but the problem can reduced by performing filtering described in section 8.4.2.

### 8.4.2 Depth map filtering for studio model

To increase keyframe quality for online 3D tracking, the depth maps are fused from several RGB-D frames. As described in Section 7.1, it is also useful to neglect points which are statistically rare. When a certain \((x, y)\) coordinate in the reference depth map does not collect a sufficient amount of support with similar RGB color, it should be discarded. This mechanism essentially filters out all geometry whose appearance is not directly dependent on camera motion. Also the reconstruction problems illustrated in Fig. 8.11 can be removed from the final reconstruction. Observe how the incorrectly reconstructed

\textsuperscript{3} Video: http://youtu.be/Xnn_06r7tFE
specular statue and IR light source disappear when increasing the minimum amount of support points $N$ (Figure 8.12). The result after geometric depth fusion illustrated in Figure 8.12f.

### 8.5 Experiment: Tracking accuracy

In Figure 8.13, it is shown how the drift increases with photometric tracking when moving front and back along a fixed rail in a studio environment. The pose estimation problem could be replaced by a simpler one, since the motion is restricted. The experiments are, however, carried out in the most general 6DOF, because scene specific tuning degrades usability. Distance to the ground truth is measured in every frame as an error metric. For this sequence, the ground truth is generated using photometric tracking but without the bundle adjustment phase. The drift problem is solved by tracking relative to corrected keyframes. In a long-term use, even a small number of keyframes eventually outperforms photometric tracking due to drift. With shorter sequences drift is naturally negligible\(^6\).

The demonstration video shows the difference between incremental tracking and keyframe tracking in terms of AR graphics\(^7\). In this experiment, larger tracking bias can be expected. The RGB-D sequence is difficult, because it contains only few edges which can be used to track the camera. Some of these edges are also associated to false depth values and must be filtered out using the scheme proposed in Section 7.1. Depth map inaccuracy introduces false edge motion which can increase bias during estimation.

Figure 8.14 shows how the online tracking accuracy depends on the number of keyframes. The sequence is illustrated in Figure 8.1, but keyframe switching error are quantified in

---

\(^6\)http://youtu.be/wALQB3eDblg  
\(^7\)http://youtu.be/zfKdZSkG4LU
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Figure 8.12: Filtering out inconsistent 3D points. The images illustrate final keyframe model, when each 3D points must have at least $N$ observations with same color. a) $N = 1$ b) $N = 32$ c) $N = 64$ d) $N = 128$. Notice how the black statue and IR emitting light disappear when $N$ is increased. These object types are not well supported by Microsoft Kinect sensor. e) The raw keyframe point cloud, f) The keyframe points after depth map fusion. Random noise has disappeared.
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Figure 8.13: a) A rapid 3D scene reconstruction is made by moving a camera along a fixed 3.30m studio rail. b) A comparison between incremental tracking and keyframe tracking. In incremental tracking drift increases in time, but keyframe tracking maintains small bounded error. A person is moving in the scene during the last cycles.
an empty scene. The ground truth is generated by applying bundle adjustment to 27 keyframes which are initialized by incremental tracking. Keyframe tracking is then executed with a sparse number of ground truth keyframes (14, 9, 7, 5) by skipping a number of keyframes along the trajectory. The camera pose is compared in each frame to the corresponding ground truth pose. A small number of keyframes produce local drift which shows as error ramps between the keyframes. This can be visually disturbing. With a sufficient number of keyframes and sufficient scene texturing, the error remains small. In longer sequences, keyframe pose error finally depends on the bundle adjustment accuracy. Bundle adjustment removes global error but easily introduces local variance to the key poses if the 2D point correspondences are not precise. With the demonstration video, 14 keyframes produce small switching effects. Even more precise ground truth could be obtained by varying poses and evaluating image-based consistency globally. This phase is avoided, because the experiments are carried out with a laptop, whose computational capacity is limited.

8.6 Constraints

If the camera is moving too quickly, the minimization may not converge, because we use local optimization strategy. Global minimization strategies of the cost function are not discussed in this work because they are computationally too expensive to operate in real-time. Therefore, to avoid re-localization needs, we must assume limited camera speed, sufficient scene texturing, sufficient keyframe density, and that a sufficient amount of selected keyframe points are visible despite the occluding actors.

8.7 Summary

In this work, an affordable real-time matchmoving solution was developed, which can be used to produce broadcasts with interactive digital components, such as virtual characters and stage items. The solution performs in real-time using a RGB-D sensor, and a laptop with a low-end GPU (NVS4200m). This system was able to accurately and robustly track a camera in broadcasting studio sized operating volumes which are too big for voxel based approaches. Drift does not exist as the camera is tracked relative to the nearest keyframe. The pose error without bundle adjustment is space-evolving, because the distant keyframes will contain more error. The keyframes were generated using GPU-enhanced incremental tracking, and fine-tuned, when necessary, using sparse bundle adjustment. A M-estimator was enhanced by segmentation-based weights, which allows actors to move in the foreground while tracking the camera. When operating in the RGB-D sensor range, our pose estimation accuracy depends mostly on the texturing, which is trivial to increase in studio environments. On the other hand, when pointing RGB-D sensor towards the floor, a green-screen can be used. Experimentation was also done how textured carpet works when rendering fully virtual scene from the correct camera angle. Camera tracking has been demonstrated in a real broadcast studio with and without a dynamic foreground. Drift and keyframe switching errors have also been quantified. Future work will address the practical issues of how studio staff and cameramen can use this computer vision system in live broadcasts.
Figure 8.14: The translation and rotation error as a function of keyframe count. The sequence is illustrated in Figure 8.1 and the ground truth is generated by applying bundle adjustment technique for maximal amount of keyframes. Keyframe switching error depends on the amount of keyframes. At least 14 keyframes are required to obtain small keyframe switching error. Inconsistent keyframe geometry and local errors in bundle adjustment produce ramps.
The presented work covered many theoretical and practical aspects of RGB-D tracking and reconstruction. Photometric cost functions were formulated and efficiently minimized in different use cases. The accuracy and robustness of these approaches was verified using real and simulated sequences with ground truth data. Temporal correspondence was elegantly expressed via a photometric cost function and 3D structure was also photometrically refined within the estimated depth bounds. Finally, an efficient GPU implementation was developed, which minimizes photometric pose error in real-time. Due to the Lambertian assumption, photometric cost functions are effective within a short temporal window. The precision is good because they minimize true sensor error and the raw measurements need not to be simplified into feature points. Image based refinement methods can replace and enhance the initial estimates obtained using traditional geometrical estimation methods. Overall, this project became a path from photometric cost function definitions to real-time and online systems, whose accuracy and practical aspects were made visible using various sequences.

In publication (i) [82], a photometric cost function was presented, which measures the fitness of 3D pose and dense disparity map with given stereo images. Disparity variance based bounds were derived and propagated in frame-to-frame basis to speed-up disparity map generation. The formulation itself is mathematically sound, but problems arise in the practical application setting (Section 4.6). Generating dense depth maps with sufficient precision is difficult, because two satellites are required (see Appendix), and texturing may not be sufficient for precise dense matching. Monocular SLAM techniques exist, but they require special initialization phase, and depend heavily on the optical flow quality. Real sequences are absolutely necessary to test these ideas further. Despite these practical problems, the proposed cost function provides novel insight on how joint estimation of 3D pose and structure is possible using a photometric cost function and also how to avoid unnecessary disparity map computation.

In publication (ii) [81], 2.5D maps were represented as general RGB-D measurements without depending on a specific measuring technique. Both RGB and depth map discrepancies were concurrently minimized to reduce drift. This novel formulation is more
robust than purely image based approach in environments with homogeneous texturing. Also novel histogram based saliency selection was proposed to reduce computational requirements in pixel selection from $O(n \log n)$ to $O(n)$. At the end of this project, point-to-plane ICP was combined with photometric tracking using dense pixel selection (full image for depth maps, saliency selection for color images) to improve this approach further (see video\(^1\)).

Publications (iii) [84] and (iv) [80], focus on developing practical and real-time tools for indoor mapping and augmented reality using a RGB-D sensor. Camera tracking solution was developed for a television production studio, which uses photometric minimization for pose estimation. A procedure was proposed to build a 3D keyframe model of the static studio, which then provides a fixed reference for driftless camera tracking. Keyframe model is post-processed in offline to increase depth map and pose quality. An offline model is also useful when designing AR interaction prior to the broadcast. Many computational enhancements were required to be able to execute the system in real-time using the available low-end GPU. A scalable GPU implementation was developed, which implements various optimizations, but does not compromise tracking accuracy. Designing a real-time tracking system is by nature more reductive than incremental in terms of new functionalities, because care has to be taken that 30Hz implementation is actually obtained using the available hardware. In this project, the hardware has been more or less light-weight since all experiments have been carried out using a laptop with a low-end GPU. All tools used to experiment, validate, test, visualize and understand the characteristics of photometrical estimation methods were developed from the scratch. The tracking and mapping methods were evaluated in a real television production studio. High tracking precision was maintained in indoor environments and even foreground actors were tolerated.

Publication (v) demonstrated how the developed tools are used to reconstruct real apartments [83]. Poisson reconstruction method and texture mapping were combined into the toolset to produce photometric and watertight 3D models in post-processing (Section 7). The pipeline was shown to work very well, but large indoor environments currently require additional tools to remove spatially evolving drift.

9.1 Perspectives

This section discusses the remaining problems which could be addressed in future work. In larger environments, the incremental keyframe generation will produce spatially-evolving error, which finally must be corrected using a global technique. One correction solution is traditional SBA. SBA uses projection point associations in multiple views, which are tedious to generate in environments with homogeneous texturing. More automatic pose correction methods should be developed. One option would be to initialize the configuration using the current approach and proceed with automatic but bounded feature extraction and matching [59]. That would eliminate gross feature matching problems. After traditional bundle adjustment, final refinement could be done by photometric bundle adjustment. Some novel techniques have been recently developed for global keyframe optimization. For example \( g2o \) framework developed

\(^1\)Video: http://youtu.be/drAzCeHUa98
for graph optimization tasks [36] has been used for automatic and global keyframe optimization [72].

The re-localization problem is still to be solved. Re-localization is necessary if the camera speed or occluded image region increases too much. Image-based re-localization is very difficult in general environments, because nothing guarantees a unique mapping between a current view and an available model. A feature vector histogram database (bag-of-words) has been used to identify the current image from tens of thousands of images [16]. In our studio applications case, natural re-localization scheme is to initialize the current camera pose using an external tracking system since NaturalPoint Optitrak is available. Recent developments in re-localization are reported by Shotton et al. [66].

In the current implementation, keyframes are stored uniformly in the angle and position spaces. In online use, keyframe switching may sometimes cause small ramps, which could be avoided if the local keyframe density would be selected appropriately. Comport et al. observe Median absolute deviation (MAD) of the error residual to determine when the reference should be changed. Appearance changes are not uniform when a keyframe is approached in different directions. Thus, a mechanism to optimize keyframe amount to its minimum would be useful, which takes into account various incoming directions.

The Microsoft Kinect is imprecise with specular surfaces and image regions with external IR light (Figure 8.11). Gross reconstruction errors may occur when the environment is not fully compatible with the device. This is a problem especially when storing keyframe points, because invalid geometry implies tracking problems. Currently a depth map fusion phase helps in filtering out points whose appearance does not vary solely as a function of the camera pose. This removes a large amount of outliers, but the model should be qualitatively verified in a model editor, which supports manual outlier removal.

In live AR application, which uses a textured carpet, a calibration tool should be developed which produces exact calibration between the RGB-D sensors oriented towards the floor and the TV camera oriented towards the scene.
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Simulated Asteroid datasets

Synthetic datasets were rendered with the Blender along with ground-truth trajectory. The Eros and Itokawa 3D models were obtained from NASA and Thales-Alenia Space provided a real trajectory around Itokawa asteroid (Figure I.1). The material properties, however, could not be modeled using default Blender and precise simulation of an asteroid mission was not possible. Some softwares such as PANGU (Planet and Asteroid Natural Scene Generation Utility) exist for simulating Hapke BRDF with asteroid models. PANGU is designed by European Space Agency specifically for producing realistic imagery of space environments, but unfortunately it was not available for this project. Therefore, general specular material was used instead as Hapke also contains some specular components. Despite the material simulation problem, the asteroid orbiting case was not natural for a stereo-based technology, because sufficient baseline would have required a very large baseline (two separate satellites). The severity of this problem was verified using Hartley-Sturm triangulation to reconstruct 3D points from noisy 2D projections whose noise distribution is Gaussian (stddev 1px and 0.1px). The image resolution is assumed to be 800 \times 600 and camera field-of-view is 49.13°. The resulting graphs illustrate the reconstruction error dependency on stereo baseline (Figure I.1). If the disparity stddev is merely 0.1px, 200m baseline will be sufficient. These numbers imply that applying stereo-based tracking and mapping technology is not feasible for asteroid missions. Also monocular approaches exist [15], but producing precise dense reconstructions without explicit depth measurements is problematic. In a recent DTAM system, dense reconstruction is obtained with a monocular camera by assuming continuous surface where measurements do not exist [52].
Figure I.1: Blender generated dataset for asteroid reconstruction mission. a) Real Eros Asteroid. b) A rendered Eros using Blender, c) A real satellite trajectory around the Itokawa asteroid provided by Thales-Alenia Space, d) Convergence was verified by matching a precise target projection with an estimated projection points. The precise projections on green and photometrically estimated ones on yellow before convergence. e) Hartley-Sturm reconstruction error in kilometers as a function of stereo baseline in an asteroid orbiting mission. Assuming 1px Gaussian stdev in disparity values. Over 1km baseline is required to reduce reconstruction error into tens of meters. f) Assuming 0.1px Gaussian stdev in disparity values. 200meters is a sufficient baseline, which produces 10m standard deviation for 3D points. Calibration is exact without any noise.
Figure I.2: The turn-table at INRIA was used for recording the rock sequence.
Depth map fusion algorithms

Algorithm II.1 RGB-D depth map fusion procedure.

**Input:** Reference RGB-D image \( \{I^*, Z^*\} \) with depth map pose \( T^* \), RGB-D images \( \{I_k, Z_k\} \), and depth map poses \( T_k \), where \( k = \{1, 2, \ldots, n\} \). \( T_b \) is the baseline transform and \( K \) is the intrinsic matrix. \( B \) is initial mode bound, \( C \) is color threshold, \( G \) is maximum distance to pixel center ray, \( N \) is a threshold to control statistical reliability.

**Output:** Filtered \( Z_f \) and stdev image \( \sigma \)

1: \( A \leftarrow \emptyset \)
2: for all \( k = \{1, 2, \ldots, n\} \) do
3:   for all \( v = \{1 \ldots \text{height}\} \) do
4:     for all \( u = \{1 \ldots \text{width}\} \) do
5:       \( p = (u, v, 1)^T \)
6:       \( P \leftarrow Z_k(u, v)K^{-1}p \) \# reconstruct a point
7:       \( c \leftarrow I_k(w(T_b, P)) \) \# sample color from associated RGB image
8:       \( P^* \leftarrow T^*T_b^{-1}P \) \# warp point into reference frame
9:       if \( \|c - I^*(w(T_b, P^*))\| \geq C \) then
10:      continue \# Lambertian assumption does not hold, next point
11:    end if
12:    \( p^* \leftarrow \text{round}(KN(P^*)) \) \# project and discretise into integers
13:    \( r^* \leftarrow \text{normalize}(K^{-1}p^*) \) \# generate a unit ray through pixel center
14:    if \( \|P^* - (P^* \cdot r^*)r^*\| \geq G \) then
15:      continue \# point too distant from ray
16:    end if
17:    \( A(p^*) \leftarrow \{A(p^*), (0, 0, 1) \cdot P^*\} \) \# collect z measurement
18:  end for
19: end for
20: end for
21: for all \( p \in \{\text{width} \times \text{height}\} \) do
22:   if \#\( A(p) \) \( < N \) then
23:     \( Z_f(p) \leftarrow 0, \sigma(p) \leftarrow 0, \) continue; \# not enough statistical support
24:   end if
25: \( Z_m \leftarrow \text{median}(A(p)) \) \# calculate median z
26: \( \Omega \leftarrow \text{listIndices}(\|A(p) - Z_m\| \leq B) \) \# enumerate z samples near median
27: \( Z_f(p) \leftarrow 1.0/(\sum_{\Omega}1.0/A_{\Omega}(p)) \) \# local average using inverted values
28: \( \sigma(p) \leftarrow \sqrt{\frac{1}{\Omega}(Z_f(p) - A_{\Omega}(p))^2} \) \# determine stdev image
29: end for
Algorithm II.2 Depth refinement using photometric minimization.

**Input:** Reference RGB-D \(\{I^*, Z^\star\}\), stdev image \(\sigma^\star\), reference depth map pose is \(T^\star\), gradient mask \(M\), RGB images \(I_k\) with poses \(T_k\), where \(k = \{1, 2, \ldots, n\}\). baseline matrix \(T_b\), intrinsic matrix \(K\), number of discrete candidates \(N\).

**Output:** Photometrically refined \(Z_f\)

```plaintext
1: for all \(v = \{1\ldots\text{height}\}\) do
2:   for all \(u = \{1\ldots\text{width}\}\) do
3:     if \(M(u, v) > 0\) then
4:       # enumerate discrete depth candidates in depth range
5:       \(z_0 \leftarrow Z^\star(u, v) - \sigma^\star(u, v)\), \(z_1 \leftarrow Z^\star(u, v) + \sigma^\star(u, v)\)
6:       \(S(u, v, p) = z_0 + p \times (z_1 - z_0) / N\), where \(p = \{1, 2, \ldots, N\}\)
7:     end if
8:   end for
9: end for
10: \(C = \emptyset\)
11: for all \(k = \{1, 2, \ldots, n\}\) do
12:   \(T = T_k(T^\star)^{-1}\)
13:   for all \(v = \{1\ldots\text{height}\}\) do
14:     for all \(u = \{1\ldots\text{width}\}\) do
15:       if \(M(u, v) > 0\) then
16:         # increment cost terms to the \(k\)th image
17:         for all \(p = \{1\ldots N\}\) do
18:           \(P \leftarrow S(u, v, p)K^{-1}(u, v, 1)^T\) # reconstruct a point
19:           \(C(u, v, p) = C(u, v, p) + \|I_k(w(T, P)) - I^\star(u, v)\|\)
20:         end for
21:       end if
22:     end for
23: end for
24: end for
25: for all \(v = \{1\ldots\text{height}\}\) do
26:   for all \(u = \{1\ldots\text{width}\}\) do
27:     if \(M(u, v) > 0\) then
28:       # avoid border samples (the minimum not within the bounds?)
29:       \(\text{bestIndex} \leftarrow \arg\min_p C(u, v, p)\)
30:     end if
31:     if 1 < bestIndex < N then
32:       \(Z_f(u, v) \leftarrow S(u, v, \text{bestIndex})\) # refine depth
33:     end if
34:   end for
35: end for
```
ACTA UNIVERSITATIS LAPPEENRANTAENSIS


492. PÄSSILÄ, ANNE. A reflexive model of research-based theatre Processing innovation of the cross-road of theatre, reflection and practice-based innovation activities. 2012. Diss.

493. RIIPINEN, TOMI. Modeling and control of the power conversion unit in a solid oxide fuel cell environment. 2012. Diss.


495. SALMIMIES, RIINA. Acidic dissolution of iron oxides and regeneration of a ceramic filter medium. 2012. Diss.

496. VAUTERIN, JOHANNA JULIA. The demand for global student talent: Capitalizing on the value of university-industry collaboration. 2012. Diss.

497. RILLA, MARKO. Design of salient pole PM synchronous machines for a vehicle traction application. 2012. Diss.


503. VÄISÄNEN, VESA. Performance and scalability of isolated DC-DC converter topologies in low voltage, high current applications. 2012. Diss.


510. RYYNÄNEN, HARRI. From network pictures to network insight in solution business – the role of internal communication. 2013. Diss.

511. JÄRVI, KATI. Ecosystem architecture design: endogenous and exogenous structural properties. 2013. Diss.
512. PIILI, HEIDI. Characterisation of laser beam and paper material interaction. 2013. Diss.
514. PIRINEN, MARKKU. The effects of welding heat input usability of high strength steels in welded structures. 2013. Diss.
515. SARKKINEN, MINNA. Strategic innovation management based on three dimensions diagnosing innovation development needs in a peripheral region. 2013. Diss.
516. MAGLYAS, ANDREY. Overcoming the complexity of software product management. 2013. Diss.
517. MOISIO, SAMI. A soft contact collision method for real-time simulation of triangularized geometries in multibody dynamics. 2013. Diss.
520. ZAKHARCHUK, IVAN. Manifestation of the pairing symmetry in the vortex core structure in iron-based superconductors. 2013. Diss.
521. KÄÄRIÄINEN, MARJA-LEENA. Atomic layer deposited titanium and zinc oxides; structure and doping effects on their photoactivity, photocatalytic activity and bioactivity. 2013. Diss.
523. HÄMÄLÄINEN, HENRY. Identification of some additional loss components in high-power low-voltage permanent magnet generators. 2013. Diss.
525. HEIKKINEN, JANI. Virtual technology and haptic interface solutions for design and control of mobile working machines. 2013. Diss.
527. JÄPPINEN, EERO. The effects of location, feedstock availability, and supply-chain logistics on the greenhouse gas emissions of forest-biomass energy utilization in Finland. 2013. Diss.
528. SÖDERHOLM, KRISTIINA. Licensing model development for small modular reactors (SMRs) – focusing on the Finnish regulatory framework. 2013. Diss.
530. VORONIN, SERGEY. Price spike forecasting in a competitive day-ahead energy market. 2013. Diss.
531. PONOMAREV, PAVEL. Tooth-coil permanent magnet synchronous machine design for special applications. 2013. Diss.
532. HIETANEN, TOMI. Magnesium hydroxide-based peroxide bleaching of high-brightness mechanical pulps. 2013. Diss.